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Abstract

In this lecture note, we give a brief introduction to the classic Morse theory, the Morse homology theory and the Maslov-type index theory and its iteration theory. It based on some lectures in the seminar of dynamical systems in Institute of Mathematics, Academia Sinica, Taipei.

1. Introduction

1.1. The finite dimensional and infinite dimensional Morse theory

The topological properties of a manifold usually is global information of the manifold. The shapes of the neighborhoods of critical points of a Morse function defined on the manifold are usually local information of this manifold. Morse theory connects the two aspects of analytic information and topological information of a manifold.

The Morse theory became an important method in the studies of non-linear analysis, specially in the studies of the closed geodesic theory on a Riemannian manifold. It had many developments in the fields of analysis and geometry. For example, the Morse (co)homological theory, the infinite dimensional Morse theory (the critical group theory), and the Floer homological theory were developed on the fundamental of the classical Morse theory.
These theories are very useful tools today in the study of differential equations, minimal surfaces theory, harmonic maps, symplectic geometry and symplectic topology, etc. In this lecture note, we will give a brief introduction on the classical Morse theory and some of its developments. The main material comes from the references [3]–[5], [6], [46], [47] and [52]. The first part contains the Morse Lemma, deformation theory, and the Morse inequalities. The second part contains the Morse homology theory and then the infinite dimensional Morse theory, i.e., the theory of critical groups.

1.2. Morse index and Maslov-type index theory

Morse index theory has played a very important role in the nonlinear problems, including nonlinear differential equations, such as existence, multiplicity and stability problems of closed geodesics in a Riemannian manifold. Early in 1930’s, this index theory was developed by M. Morse in his work on closed geodesics on Riemannian manifolds. With the iteration formula established by R. Bott, many deep results for closed geodesics have been obtained via Morse theory. During the past almost 30 years, the study of existence and multiplicity of periodic solutions of nonlinear Hamiltonian has been one of the important directions in the field of Hamiltonian dynamics. In this period a great number of research papers have appeared in this and related areas, and many aspects of critical point theory have been applied to the variational study of Hamiltonian systems. It is natural to apply the Morse theoretical method to the problems involving various solutions of nonlinear Hamiltonian systems. It is well known that all critical points of the associated variational functional of a first order Hamiltonian system possess infinite Morse indices. The have been a number of attempts in finding finite representations of Morse indices for periodic orbits of Hamiltonian systems. The so called Maslov-type index theory is one of the successful attempts. Since 1980, two different index theories for periodic solutions of nonlinear Hamiltonian systems have appeared. One index theory was developed by I. Ekeland in 1980’s for convex Hamiltonian systems. A beautiful systematic treatment of his index theory was given in his celebrated book [10]. Another index theory is a classification of general linear Hamiltonian system with periodic coefficients(without convexity). This index theory began with the
work of H. Amann and E. Zehnder in [1]. They established the correspond-
ing index theory for linear Hamiltonian systems with constant coefficients. After that many mathematicians worked on this problem (cf. [6] and [23]).

The linearized system of a nonlinear Hamiltonian system
\[
\dot{x}(t) = JH'(t, x(t)) \tag{1.2.1}
\]
at a solution \(x(t)\) is a linear Hamiltonian system
\[
\dot{z}(t) = JB(t)z(t), \tag{1.2.2}
\]
where \(B(t) = H''(t, x(t))\), \(J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}\) and \(I_n\) is \(n \times n\) identity matrix. The fundamental solution of (1.2.2) is a path in the symplectic group \(\text{Sp}(2n)\) starting from the identity. Here
\[
\text{Sp}(2n) = \{ M \in GL(\mathbb{R}^{2n}) \mid M^TJM = J \}
\]
and \(M^T\) denotes the transpose of \(M\). We define the set of symplectic paths by
\[
\mathcal{P}_\tau(2n) = \{ \gamma \in C([0, \tau], \text{Sp}(2n) \mid \gamma(0) = I_{2n}) \}.
\]
For any \(\gamma \in \mathcal{P}_\tau(2n)\), we define \(\nu_\tau(\gamma) = \dim \ker \mathbb{C}(\gamma(1) - I)\). If \(\nu_\tau(\gamma) = 0\), we say that the symplectic path \(\gamma\) is non-degenerate, and degenerate otherwise.

In their celebrated paper [9], C. Conley and E. Zehnder defined an index \(i(\gamma) \in \mathbb{Z}\) for any non-degenerate path \(\gamma \in \mathcal{P}_\tau(2n)\) with \(n \geq 2\), i.e., the so called Conley-Zehnder index. For \(n = 1\) this index was studied in [43]. The index theory for degenerate linear Hamiltonians was established by Y.Long in [37] and C. Viterbo in [54]. Then in [38] this index theory was further extended to any paths in \(\mathcal{P}_\tau(2n)\). For any path \(\gamma \in \mathcal{P}_\tau(2n)\), we call the index pair
\[
(i_\tau(\gamma), \nu_\tau(\gamma)) \in \mathbb{Z} \times \{0, 1, \ldots, 2n\}
\]
the Maslov-type index. If \(\gamma(t)\) is the fundamental solution of the linear system (1.2.2), we denote the index pair of \(\gamma\) also by \((i_\tau(B), \nu_\tau(B))\). It is a classification of the linear Hamiltonian systems. If \(x(t)\) is a \(\tau\)-periodic solution of the nonlinear Hamiltonian system (1.2.1) with \(H(t + \tau, x) = H(t, x)\) for any \((t, x)\) and \(B(t) = H''(t, x(t))\), we denote \((i_\tau(x), \nu_\tau(x)) = \)
In this case. In this lecture, we will give a brief introduction to the Maslov-type index theory and its iteration theory.
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2. An Induction to the Morse Theory

2.1. Morse theory of differentiable functions on a manifold

Let $M$ be a smooth compact differentiable manifold, $f \in C^2(M, \mathbb{R})$. A critical point of $f$ is a point $p \in M$ such that $df(p) = 0$. The Morse index of $f$ at a critical point $p$ is defined by

$$\mu(p) = \text{number of negative eigenvalue of } f''(p).$$

A critical point is non-degenerate if

$$Hf = f''(p) = \left( \frac{\partial^2 f}{\partial x_i \partial x_j} \right), \quad x = (x_1, \ldots, x_n) \text{ local coordinates at } p$$

is not degenerate, i.e., its nullity $n(p) = 0$. The function $f$ is called Morse function, if all of its critical points are non-degenerate. We denote the level set of $f$ behind the value $a$ by

$$f_a = \{ x \in M | f(x) \leq a \}.$$

**Lemma 2.1.1.** (Morse Lemma) If $p \in M$ is a non-degenerate critical point of $f$, we can choose local coordinates $(U, \varphi)$ at $p$ such that

$$f(x) = f(p) - x_1^2 - \cdots - x_k^2 + x_{k+1}^2 + \cdots + x_n^2,$$

$$x = (x_1, \ldots, x_n) \in U, \quad p = (0, \ldots, 0), \quad k = \mu(p).$$
Theorem 2.1.2. If \( df(p) \neq 0 \) for all points \( p \in M \) with \( a \leq f(p) \leq b \), then \( f_a \) and \( f_b \) are diffeomorphic, i.e., \( f_a \cong f_b \). Furthermore, \( f_a \) is a deformation retract of \( f_b \), so that the inclusion map \( f_a \to f_b \) is a homotopy equivalence.

Proof. The idea of the proof is to push \( f_b \) down to \( f_a \) along to the orthogonal trajectories of the hypersurfaces \( f = \text{constant} \), i.e. along the negative flow of \( f \). By the condition \( \nabla f(p) \neq 0 \) for \( p \in f^{-1}([a,b]) \), we can make a deformation via the negative gradient flow line such that any flow line starting from the boundary of \( f_b \) will intersect the boundary of \( f_a \) among a bounded time interval. See the figure below. □

![The negative gradient flow.](image)

Example. If \( M \) is a compact manifold and \( f \) is a differentiable function on \( M \) with only two critical points, both of which are non-degenerate, then \( M \) is homeomorphic to a sphere \( S^n \).

Claim. One of the critical points must be minimum and another must be maximum. At the minimum point, say \( p \), the Morse index \( \mu(p) = 0 \). At the maximum point, say \( q \), the Morse index \( \mu(q) = n = \dim M \). Thus \( M \) is the union of two closed \( n \)-cells. It is easy to construct a homeomorphism between \( M \) and \( S^n \).

![Gluing the neighborhoods of the two critical points.](image)

Let \( e_r = \{(x_1, \ldots, x_r) \in \mathbb{R}^r \mid x_1^2 + \cdots x_r^2 \leq 1\} \) be the \( r \)-cell. \( \partial e_r = \)
\{(x_1, \ldots, x_r) \in \mathbb{R}^r \mid x_1^2 + \cdots + x_r^2 = 1\} \text{ the boundary of } e_r. \ \varphi: \partial e_r \to X \text{ a continuous map, } X \text{ is a topological space. The topological space } X \cup_{\varphi} e_r \text{ is said attached } e_r \text{ to } X \text{ by } \varphi \text{ if}

\[ X \cup_{\varphi} e_r = X \cup e_r / \sim, \ \varphi(p) \sim p. \]

**Theorem 2.1.3.** Let \(M\) be a compact differential manifold. \(f: M \to \mathbb{R}\) as defined before. If \(f^{-1}([a, b])\) contains exactly one non-degenerate critical point \(p\) of index \(k\), \(a < f(p) < b\), then \(f_b\) has the homotopy type of \(f_a \cup_{\varphi} e_k\).

**Proof.** We may assume that \(f(p) = 0\). It is sufficient to prove there is a small number \(\varepsilon > 0\) such that

\[ f_{\varepsilon} \sim f_a \cup_{\varphi} e_k. \]

By the Morse lemma, there is a neighborhood \(U\) of \(p\) and local coordinates \(y_1, \ldots, y_n\) in \(U\) such that \(f\) is given by

\[ f = -y_1^2 - \cdots - y_k^2 + y_{k+1}^2 + \cdots + y_n^2. \]

We set

\[ A_{\varepsilon} = \{ y \in f_{\varepsilon} \cap U \mid y_1^2 + \cdots + y_k^2 \leq \rho \} \]

for some small \(\rho > 0\), and

\[ f_{\varepsilon}^* = f_{\varepsilon} \setminus A_{\varepsilon}, \]

then \(f_{\varepsilon} = A_{\varepsilon} \cup f_{\varepsilon}^*\). For suitable chosen \(\varepsilon > 0\) and \(\rho > 0\), this just means that \(f_{\varepsilon}\) is obtained from \(f_{\varepsilon}^*\) by attaching a product \(e_k \times I_{n-k}\) with \(I_s = \{(x_1, \ldots, x_s) \in \mathbb{R}^s \mid 0 \leq x_j \leq 1\}\). Namely we have

\[ f_{\varepsilon} = f_{\varepsilon}^* \cup_{\varphi} (e_k \times I_{n-k}) \sim f_{\varepsilon}^* \cup_{\psi} e_k. \]

We can show that

\[ f_{\varepsilon}^* \simeq f_a \]

by the same method as in the proof of Theorem 2.1.1. See the figure below. \[\square\]
Example. Let $T^2$ be a 2-dimensional torus, resting on its tangent plane. The function $f : T^2 \to \mathbb{R}$ is defined by the distance of the points on $T^2$ from the tangent plane $V$. It is smooth (real analytic). The set of critical points: $\{s, r, q, p\}$. Suppose $f(s) = c_1$, $f(r) = c_2$, $f(q) = c_3$, $f(p) = c_4$. Then $\mu(s) = 2$, $\mu(r) = 1$, $\mu(q) = 1$, $\mu(p) = 0$. 

Figure 2.1.4. The function defined on the torus.
2.2. The Morse inequalities

Let $M$ be a compact manifold, which can be built up by successively attaching cells, in the way described in the section 2.1. Then there is a $CW$-complex $K$, such that its cells are in dimension preserving 1-1 correspondence with the attached cells, and the homology of $K$ is the homology of $M$(with respect to any group of coefficients). We may take $\mathbb{R}$ domain of coefficients. Let

$$C = \sum_{i=0}^{n} C_i$$

the (naturally graded) vector space of chains of $K$.

$$Z = \sum_{i=0}^{n} Z_i$$

the space of cycles,

$$B = \sum_{i=0}^{n} B_i$$

the space of the boundary and

$$H = \sum_{i=0}^{n} H_i$$

the real homology group of $K$. By definition, we have the exact sequence
(1) \[ 0 \to Z^i \to C^p \to B^\delta \to 0 \]

(2) \[ 0 \to B \to Z \to H \to 0 \]

where \( \delta \) reduced the degree by 1. Setting \( \dim C_i = c_i \), \( \dim Z_i = z_i \), \( \dim B_i = b_i \) and \( \dim H_i = h_i \). From (1) and (2), we have

\[
c_i = b_{i-1} + z_i, \quad z_i = h_i + b_i.
\]

So there holds

\[
c_i - h_i = b_i + b_{i-1}, \quad i = 0, 1, \ldots, b_{-1} = 0. \tag{2.2.1}
\]

Since \( b_i \geq 0 \), the relations lead to the following sequence of inequalities

\[
\begin{align*}
c_0 & \geq h_0 \\
c_1 - c_0 & \geq h_1 - h_0 \\
c_2 - c_1 + c_0 & \geq h_2 - h_1 + h_0 \\
\ldots & \ldots
\end{align*} \tag{2.2.2}
\]

Let \( f \) be a non-degenerate differentiable function on the compact differentiable manifold \( M \). By slightly perturbation, we can assume that any pair of critical points \( p, q \in M \) of \( f \) satisfy \( f(p) \neq f(q) \). By Theorem 2.1.2 and the above arguments, we have the following result.

**Theorem 2.2.1.** Let \( c_i, i = 0, 1, \ldots \) be the number of critical points of index \( i \) of \( f \), and \( h_i \) the \( i \)th-Betti number of \( M \), i.e., \( h_i = H_i(M; \mathbb{R}) \). Then there exist a sequence of non-negative integers \( b_i \) such that

\[
c_i - h_i = b_{i-1} + b_i, \quad i = 0, 1, \ldots \tag{2.2.3}
\]

Therefore (2.2.2) holds in this case. We set

\[
\begin{align*}
\mathcal{M}_t(f) &= \sum_{i=0}^{\infty} c_i t^i, \\
\mathcal{P}_t(M) &= \sum_{i=0}^{\infty} h_i t^i, \\
\mathcal{Q}_t(f) &= \sum_{i=0}^{\infty} b_i t^i.
\end{align*}
\]
The inequalities of (2.2.2) can be written as

\[ \mathcal{M}_t(f) - \mathcal{P}_t(M) = (1 + t)\mathcal{Q}_t(f). \]  

(2.2.4)

**Corollary 2.2.2.** (Morse Lacunary Principle) Suppose that no consecutive powers of \( t \) occur in \( \mathcal{M}_t(f) \). Then \( \mathcal{Q}_t(f) \equiv 0 \). So that

\[ \mathcal{M}_t(f) = \mathcal{P}_t(M) \]  

(2.2.5)

for any coefficient \( \mathbb{K} \). In particular, \( M \) is then free of torsion.

**Proof.** If \( \mathcal{Q}_t(f) = \sum_{i=0}^{\infty} b_i t^i \neq 0 \), for example \( b_i \neq 0 \), then the right should contain the consecutive powers: \( t^i \) and \( t^{i+1} \). Thus \( \mathcal{M}_t(f) \) also contains this two consecutive terms. \( \square \)

**Example.** Consider the unit sphere

\[ S^{2n+1} = \{(z_0, \ldots, z_n) \in \mathbb{C}^{n+1} \mid \sum_{i=0}^{n} |z_i|^2 = 1\}, \]

and on it defines the function

\[ f(z) = \frac{1}{2} \sum_{i=0}^{n} \lambda_i |z_i|^2, \]

where \( \lambda_0 < \lambda_1 < \cdots < \lambda_n \) are sequence of distinct real numbers. It is clear that \( f \) is invariant under the \( S^1 \) action on \( S^{2n+1} \):

\[ \exp^{\sqrt{-1} \theta} : (z_0, \ldots, z_n) \rightarrow (\exp^{\sqrt{-1} \theta} z_0, \ldots, \exp^{\sqrt{-1} \theta} z_n). \]

Thus the function can descend to the projective space \( \mathbb{C}P^n \). Around the point \( e_i = (0, \ldots, 0, 1, 0 \cdots 0) \), the \( i \) th element is 1 and others are zero, we have a local coordinate of \( \mathbb{C}P^n \). Since \( \sum_{i=0}^{n} |z_j| = 1 \), we can write

\[ f(z) = \frac{1}{2} \left( \sum_{j \neq i} (\lambda_j - \lambda_i) |z_j|^2 + \lambda_i \right). \]
The point $e_i$ is the critical point. $f''(e_i)$ has eigenvalues

$$
\lambda_0 - \lambda_i, \lambda_1 - \lambda_i, \ldots, \lambda_{i-1} - \lambda_i, \lambda_{i+1} - \lambda_i, \ldots, \lambda_n - \lambda_i.
$$

Every eigenvalue has real dimension 2. So $\mu(e_i) = 2i$ and by definition

$$
\mathcal{M}_t(f) = 1 + t^2 + t^4 + \cdots + t^{2n}.
$$

The lacunary principle applies and we conclude that

$$
\mathcal{P}_t(\mathbb{C}P^n) = 1 + t^2 + t^4 + \cdots + t^{2n}.
$$

\textbf{Corollary 2.2.3.} Let $M$ be a compact differentiable manifold, $f \in C^2(M, \mathbb{R})$. If all critical points are non-degenerate, then the number of critical points of $f$ satisfies

$$
\sharp \text{crit}(f) \geq \dim H_*(M, \mathbb{R}) = \sum_{i=0}^n h_i. \tag{2.2.7}
$$

In the general case, the number of critical points of $f$ satisfies

$$
\sharp \text{crit}(f) \geq \text{cup length}(M), \tag{2.2.8}
$$

where the cup length of $M$ is defined by

$$
\text{cup length}(M) = \max \{ k \in \mathbb{N} | \exists \omega_1, \ldots, \omega_{k-1} \in H^*(M, \mathbb{R}) \text{ with } \dim \omega_i > 0 \text{ and } \omega_1 \cup \cdots \cup \omega_{k-1} \neq 0 \}. \tag{2.2.9}
$$

\textbf{Proof.} (2.2.7) is a direct consequence of Theorem 2.2.1 with $t = 1$. (2.2.8) is a Lyusternik-Schnirelmann type estimate on the critical points of $f$. If there exist $\omega_1 \cup \cdots \cup \omega_m \neq 0$ with $\dim \omega_i > 0$, and $f$ possesses only $m$ critical points. By the deformation lemma, one can cover $M$ by $m$ open contractible sets $M_i$, $i = 1, \ldots, m$. Since $\dim \omega_i > 0$, one can choose representaions of $\omega_i$ which come from $\tilde{\omega}_i \in H^*(M, M_i)$. But the cup product $\tilde{\omega}_1 \cup \cdots \cup \tilde{\omega}_m \in H^*(M, \cup^m M_i) = 0$. This is a contradiction. \qed
2.3. Infinite dimensional Morse theory

In this section, we give a brief introduction to the infinite dimensional Morse theory. One can see this theory is a natural generalization of the classical finite dimensional Morse theory. All the material comes from [6].

Let $M$ be a (infinite dimensional) Hilbert manifold, $f \in C^1(M, \mathbb{R})$. We say that $f$ satisfies the (PS)$_c$ condition if any sequence $\{x_n\} \subset M$ along with $f(x_n) \to c \in \mathbb{R}$ and $df(x_n) \to \theta$ (strongly) possesses a convergent subsequence. We say that $f$ satisfies the (PS) condition if it satisfies (PS)$_c$ condition for all $c \in \mathbb{R}$.

**Lemma 2.3.1.** (Deformation Lemma). Suppose $f \in C^1(M, \mathbb{R})$ satisfies (PS)$_c$ for $c \in [a, b]$.

1. If there is no critical point in $f^{-1}((a, b])$, then $f_a$ is a strong deformation retract of $f_b$.

2. If $a$ is the only critical value of $f$ in $[a, b)$, and the critical set $K_a$ corresponding to the critical value $a$ is only isolated points. Then $f_a$ is a strong deformation retract of $f_b \setminus K_b$.

**Proof.** The idea of the proof is similar to that in the proof of Theorem 2.1.1. The (PS)$_c$ condition in some sense is a condition such that one can do every things as in the compact cases. \(\square\)

**Definition 2.3.2.** ([6]) Let $p \in M$ be an isolated critical point of $f$ with $f(p) = c$. We define the $q^{th}$ critical group with coefficient group $G$ at $p$ by

$$C_q(f, p) = H_q(f_c \cap U_p, (f_c \setminus \{p\}) \cap U_p; G), \quad (2.3.1)$$

where $U_p$ is a neighborhood of $p$ such that the critical point set $K$ satisfying $K \cap (f_c \cap U_p) = \{p\}$. According to the excision property of the singular homology theory, $C_q(f, p)$ is well defined for $q = 0, 1, \ldots$, i.e., they do not depend on the choice of $U_p$.

As in the finite dimensional case, the critical group $C_q(f, p)$ is the local property of the critical point $p$. The following result says something on the relation between the Morse index and the critical groups.
Theorem 2.3.3. Suppose that $f \in C^2(M, \mathbb{R})$ and $p$ is a nondegenerate critical point of $f$ with index $k$, then

$$C_q(f, p) = \begin{cases} G, & q = k, \\ 0, & q \neq k. \end{cases}$$  \hspace{3em} (2.3.2)$$

In general, if $p$ is a critical point with finite Morse index $k$ and nullity $j$, then

$$C_q(f, p) = 0, \ q \notin [k, k + j].$$  \hspace{3em} (2.3.3)$$

Proof. We prove (2.3.2) here. Suppose the Hilbert manifold is modulo on the Hilbert space $H$. So we can treat the local neighborhood of $p$ in $M$ as the Hilbert space and write the function $f$ in this neighborhood as

$$f(x) = \frac{1}{2} (Ax.x),$$

where $A$ is a bounded, invertible (by the non-degenerateness), self-adjoint operator. We write $H = H^+ \oplus H^-$ with $H^\pm$ the positive and negative space with respect to the spectral decomposition of the operator $A$. Define $P^\pm : H \to H^\pm$ the orthogonal projection. By the Morse lemma, we have

$$f(x) = \frac{1}{2} \left( \| (AP^+)^{1/2} x \|^2 - \| (-AP^-)^{1/2} x \|^2 \right) , \ x \in B_\varepsilon = \{ \| x \| \leq \varepsilon \}.$$

As the finite dimensional case, one can push the set $B_\varepsilon \cap f_0$ into the set $H^- \cap f_0$. Thus

$$C_q(f, p) \cong H_q(f_0 \cap B_\varepsilon, (f_0 \setminus \{ \theta \}) \cap B_\varepsilon)$$
$$\cong H_1(H^- \cap B_\varepsilon, (H^- \setminus \{ \theta \}) \cap B_\varepsilon)$$
$$\cong H_q(B^k, S^{k-1}) \cong \begin{cases} G, & q = k \\ 0, & q \neq k. \end{cases}$$

(2.3.3) follows from (2.3.2) and a so call shifting theorem. See [6] for details. \hfill \Box

From (2.3.2) and (2.3.3) we know that, if the Morse index and nullity at a critical point are finite, the critical group can be calculated in some sense. But it make no sense in study of the periodic solutions of first order nonlinear
systems, since at every critical point, its Morse index is infinite. Recently, W. Kryszewski and A. Szulkin [22] defined an infinite dimensional cohomology theory and a Morse theory for this kind of "strong infinite" functional. The main idea of this Morse theory is to combine the critical group theory and an index theory (it is known as Maslov-type index theory, we will give a brief introduction in section 4 below), specially use the information from the Galerkin approximation formulae in Theorem 4.1.11 below. They defined the $\varepsilon$-approximation cohomology group sequence

$$c_\varepsilon^q(f, p) = H_\varepsilon^q(W, W^-)$$

for an admissible pair $(W, W^-)$ of $p$, which in some sense is a kind of Gromoll-Meyer pair with respect to some gradient-like vector field. $\varepsilon$ is a sequence comes from the Galerkin approximation scheme and the Maslov-type index in Theorem 4.1.11. It is in fact the Morse indices of the functional in the finite dimensional truncated spaces.

Suppose $f$ has only isolated critical values $\{c_i\}$.

**Definition 2.3.4.** For a pair of regular values $a < b$, we call

$$M_q(a, b) = \sum_{a < c_i < b} \text{rank} H_q(f_{c_i + \varepsilon_i}, f_{c_i - \varepsilon_i}; G)$$

![Figure 2.3.1. The process of homotopy.](image-url)
the $q^{th}$ Morse type number of the function $f$ in the interval $(a, b)$, $q = 0, 1, \ldots$

By the exactness of the singular homology theory, we have

**Theorem 2.3.5.**

$$H_*(f_{c+\varepsilon}, f_{c-\varepsilon}; G) \cong H_*(f_c, f_c \setminus K_c) \cong \bigoplus_{j=1}^m C_*(f, z_j), \ K_c = \{z_j\}_{j=1}^m. \quad (2.3.4)$$

Thus we have

$$M_q(a, b) = \sum_{a<c} \sum_{j=1}^{m_i} \text{rank}C_q(f, z_j^i). \quad (2.3.5)$$

Setting $\beta_q(a, b) = \text{rank}H_q(f_b, f_a; G)$, the Morse inequalities now turn into the following form

**Theorem 2.3.6.** Suppose $f$ satisfies the $(PS)_c$ condition for $a < c < b$, and the critical points in $f^{-1}([a, b])$ are isolated, $a$ and $b$ are regular values, then there holds

$$\sum_{q=0}^{\infty} M_q(a, b)t^q - \sum_{q=0}^{\infty} \beta_q(a, b)t^q = (1 + t)Q(t), \quad (2.3.6)$$

where $Q(t)$ is a formal series with non-negative coefficients.

**Proof.** By the exactness of the singular homology theory, the proof is standard. We omit it here. One can refer [6] for a complete proof. \Box

The critical group theory is an important tool in studying the existence and multiple problems of nonlinear problems. We refer the celebrated book [6] and the references therein for various applications of the critical group theory.

### 3. The Morse Homology Theory

#### 3.1. The negative gradient flow and connecting orbits

Let $M^n$ be an $n$-dimensional compact Riemannian manifold. $f \in C^\infty$
(\(M, \mathbb{R}\)) is a Morse function. We consider the negative gradient flow

\[
\psi : \mathbb{R} \times M \to M \\
\frac{\partial}{\partial t} \psi(t,x) = -\nabla f(\psi(t,x)), \quad \psi(0,x) = x, \quad \forall x \in M.
\]

For a critical point \(x \in \text{Crit}(f)\), by definition the stable and unstable manifolds of \(x\) are the submanifolds of \(M\):

\[
W^s(x) = \{ p \in M \mid \lim_{t \to +\infty} \psi(t,p) = x \} \\
W^u(x) = \{ p \in M \mid \lim_{t \to -\infty} \psi(t,p) = x \}
\]

One can always find a generic Riemannian metric on \(M\) such that the stable and unstable manifolds intersect transversally, i.e.,

\[
W^u(x) \cap W^s(y), \forall x, y \in \text{Crit} f.
\]

The connecting orbit of the critical points \(x\) and \(y\) is defined by

\[
\mathcal{M}^f_{x,y} = W^u(x) \cap W^s(y) = \{ \gamma : \mathbb{R} \to M \mid \dot{\gamma} = -\nabla f(\gamma), \gamma(-\infty) = x, \gamma(+\infty) = y \}.
\]

**Claim:** For \(x \neq y \in \text{Crit} f\)

1. \(\mathcal{M}^f_{x,y} \approx W^u(x) \cap W^s(x)\), by \(\gamma \to \gamma(0)\).
2. \(\mathcal{M}^f_{x,y}\) is a submanifold of \(M\) with dimension

\[
\dim \mathcal{M}^f_{x,y} = \mu(x) - \mu(y).
\]

3. The group \(\mathbb{R}\) acts on \(\mathcal{M}^f_{x,y}\) by \(\gamma \cdot \tau = \gamma(\tau + \cdot)\) for any \(\gamma \in \mathcal{M}^f_{x,y}\) and \(\tau \in \mathbb{R}\). We denote the quotient space by

\[
\widehat{\mathcal{M}}^f_{x,y} = \mathcal{M}^f_{x,y} / \mathbb{R}.
\]

So we have

\[
\dim \widehat{\mathcal{M}}^f_{x,y} = \mu(x) - \mu(y) - 1
\]

4. If \(\mu(x) - \mu(y) = 1\), the manifold \(\widehat{\mathcal{M}}^f_{x,y}\) is compact and hence only finite many points. If \(\mu(x) - \mu(y) = 2\), then \(\widehat{\mathcal{M}}^f_{x,y}\) is compact up to broken
trajectories of order two, i.e.,
\[ \partial \widehat{M}^f_{x,y} = \bigcup_{\mu(x)-\mu(z)=1} \widehat{M}^f_{x,z} \times \widehat{M}^f_{z,y} \] (3.1.2)

Figure 3.1.1. Boundary of the moduli space.

(5) There is a coherent orientation for all moduli spaces cl(\(\widehat{M}^f_{x,y}\)), the closure of the space \(\widehat{M}^f_{x,y}\). Furthermore, if \(\mu(x) - \mu(y) = 1\), then the coherent orientation for every connecting orbit \(\gamma \in M^f_{x,y}\), is compatible with the formula (3.1.2) above, and this orbit itself has a natural orientation induced by the flow time \(t\). We therefore can defined a function \(\tau_0 : \widehat{M}^f_{x,y} \rightarrow \{+1, -1\}\) by \(\tau_0(\gamma(0)) = 1\) if these two orientations for \(\gamma\) coincide, and \(\tau_0(\gamma(0)) = -1\) otherwise.

**Remark.** The dimensional formula \(\dim M^f_{x,y} = \mu(x) - \mu(y)\) follows from the Fredholm theory. We linearized the equation in (3.1.1), and get a linear equation
\[
(F_A z)(t) := \left( \frac{d}{dt} + A(t) \right) z(t) = 0, \quad z \in W^{1,2}(\mathbb{R}, \mathbb{R}^n), \quad A(t) = f''(\gamma(t)).
\]
It is clear that \(A^- := A(-\infty) = f''(x), \quad A^+ := A(+\infty) = f''(y)\). By some subtle analysis and calculations, we conclude that the differential operator \(F_a : H^{1,2}(\mathbb{R}, \mathbb{R}^n) \rightarrow L^2(\mathbb{R}, \mathbb{R}^n)\) is a Fredholm operator, and the Fredholm index
\[
\text{ind} F_a = \ker F_A - \text{coker} F_A = \mu(A^-) - \mu(A^+) = \mu(x) - \mu(y).
\]
By the transversal condition, we have $\text{coker} F_A = 0$, so
\[
\dim \mathcal{M}_{x,y}^f = \ker F_A = \mu(x) - \mu(y).
\]

### 3.2. Morse-Witten complex and Morse homology

In this section, we still assume that $M$ is a closed manifold with a generical Riemannian metric, and $f : M \to \mathbb{R}$ is a Morse function with critical point set $\text{Crit} f$. We denote by
\[
\text{Crit}_k f = \{ x \in \text{Crit} f \mid \mu(x) = k \}.
\]

We want to explain how to prove the following classical result again for Morse function $f$.

**Claim:** $\text{Crit}_k f \geq b_k$, $b_k = H_k(M, \mathbb{Z})$ for $k = 0, 1, \ldots, n = \dim M$.

For this purpose, we give a brief introduction of the Morse homology. For the details, we refer the book [52].

The Morse-Witten complex is defined by
\[
C_k(f) = \text{Crit}_k f \otimes \mathbb{Z} = \sum_i \lambda_i x_i, \; \lambda_i \in \mathbb{Z}, \; x_i \in \text{Crit}_k(f)
\]
with the boundary operator $\partial_k : C_k(f) \to C_{k-1}(f)$ defined by
\[
\partial_k x = \sum_{y \in \text{Crit}_{k-1} f} n(x,y) y, \; \forall x \in \text{Crit}_k(f), \quad (3.2.1)
\]
where $n(x,y)$ is defined by
\[
n(x,y) = \sum_{\gamma \in \mathcal{M}_{x,y}^f} \tau_0(\gamma(0)).
\]

**Remark.** If we define the Morse complex by the coefficient field $\mathbb{Z}_2$, we can ignore the orientation, which is very complicated to defined, and in this
case \( n(x, y) \) is the modulo 2 number
\[
n(x, y) = \sum_{\gamma \in M_{x,y}^t} \tau_0(\gamma(0)) \mod 2.
\]

**Theorem 3.2.1.** \( \partial^2 = 0 \), so we can define the Morse homology by
\[
H_k(C_*(f), \partial) = \ker \partial_k / \im \partial_{k-1}.
\]

**Proof.** For any \( x \in C_k(f) \), without loss of generality, we assume \( x \in \text{Crit}_k f \), \( k \geq 1 \).

\[
\partial^2 x = \sum_{z \in \text{Crit}_{k-2} f} \sum_{y \in \text{Crit}_{k-1} f} n(x, y)n(y, z)z
\]
\[
= \sum_{z \in \text{Crit}_{k-2} f} \sum_{(u, v)} \tau_0(u)\tau_0(v)z,
\]

where \( (u, v) \) is a 2 braked orbit starting from \( x \) and ending at \( z \), by gluing in the middle at a critical point \( y \) with \( \mu(x) - \mu(y) = 1 \). This braked orbit is a part of the boundary of \( \text{cl} \hat{M}_{x,z}^f \). But by (3.1.2) we know that each components of \( \text{cl} \hat{M}_{x,z}^f \) contains exact two parts of the braked orbits as its boundary since every 1 dimension manifold with boundary homeomorphic to an interval \([0, 1]\), see the following figure.

**Figure 3.1.2.** Boundaries of the moduli space.
In the coefficient $\mathbb{Z}_2$ case, the number
\[
\sum_{(u,v)} \tau_0(u)\tau_0(v) = \sum_{(u,v)} 1 \equiv 0 \mod 2.
\]
In the general case, the situation is much complicated, but the idea is simple. We know that the braked orbit $(u,v)$ occurs in pair, and by the coherence orientation, the pair of braked orbits possesses opposite orientations. Thus the summation
\[
\sum_{(u,v)} \tau_0(u)\tau_0(v) = 0
\]
still holds in the coefficient $\mathbb{Z}$ case. This proves that $\partial^2 = 0$. □

The Morse homology is defined by the generic choice of the function and Riemannian metric, but it is independent of these choices essentially. We have the following result.

**Theorem 3.2.2.**

\[
H_*(C_*(f),\partial) \cong H_*(M,\mathbb{Z}).
\]

**Remark.** The details of the proof of the theorem is not so simple to give here. The idea is that the homology theory is the unique one to satisfy some axioms (Eilenberg-Steenrod Axioms: the existence of a long exact homology sequence; the homotopy axiom; the excision axiom; and the dimension axiom) and the functorial properties. So in order to prove this theorem, one should verify the Morse homological theory possesses these axioms. We refer the book [52] for details. We remind that the coefficient group $\mathbb{Z}$ can be replaced by $\mathbb{Z}_2$ or other domain.

This theorem tells us something between topology and analysis. The left side of the above equality come from critical points of a Morse function which belongs to the analytic category, and the right side of it belongs to topology category. It give a direct proof of the above claim about the relation of the number of critical points and the Beti number of the manifold. Namely we have the following result.
Corollary 3.2.3.

$$^5\text{Crit}_k f \geq b_k = \text{rank} H_k(M,\mathbb{Z}).$$

This result is exactly that in Morse inequalities.

3.3. Cup product

Next we choose three functions $f$, $g$, $h$ on $M$ such that $f - g$, $g - h$ and $f - h$ are Morse functions. We are going to define a map

$$C_*(f - g) \otimes C_*(g - h) \to C_*(f - h).$$

For this end, let $p \in \text{Crit}(f - g)$, $q \in \text{Crit}(g - h)$ and $r \in \text{Crit}(f - h)$, we consider the following moduli space

$$\mathcal{M}(p, q, r) = \left\{ (l_1, l_2, l_3) \left| \begin{aligned}
\dot{l}_1 &= -\nabla (f - g), \\
\dot{l}_2 &= -\nabla (g - h), \\
\dot{l}_3 &= -\nabla (f - h), \\
l_1(0) &= l_2(0) = l_3(0), \\
l_1(-\infty) &= p, \\
l_2(-\infty) &= q, \\
l_3(+\infty) &= r
\end{aligned} \right. \right\}$$

Namely we consider the moduli space of the following configurations:

\[
\begin{array}{c}
p \\
\downarrow \\
q
\end{array} 
\begin{array}{c}
\rightarrow \\
\rightarrow
\end{array} 
\begin{array}{c}
r
\end{array}
\]

Figure 3.3.1. Cup product: an element in the moduli space.

Claim: If $f$, $g$ and $h$ and the metric are generic, then $\mathcal{M}(p, q, r)$ is a manifold with

$$\dim \mathcal{M}(p, q, r) = \mu(p) + \mu(q) - \mu(r) - n. \quad (3.3.1)$$

Here the number $n$ is the dimension of $M$. Using the moduli space $\mathcal{M}(p, q, r)$, we have the following definition.
**Definition 3.3.1.** We defined a map $\eta_2 : C_k(f - g) \otimes C_l(g - h) \to C_{k+l-n}(f - h)$ by

$$\eta_2(p \otimes q) = \sum_{\mu(r) = \mu(p) + \mu(q) - n} \mu(p, q, r), \forall p \in \text{Crit}_k(f - g), q \in \text{Crit}_l(g - h).$$

(3.3.2)

**Remark** The moduli space can be compactified such that

$$\partial \mathcal{M}(p, q, r) = \bigcup_{p'} \widehat{\mathcal{M}}^{f-g}_{p,p'} \times \mathcal{M}(p', q, r) \cup \bigcup_{q'} \widehat{\mathcal{M}}^{g-h}_{q,q'} \times \mathcal{M}(p, q', r) \cup \bigcup_{r'} \widehat{\mathcal{M}}^{f-h}_{r,r'} \times \mathcal{M}(p, q, r').$$

(3.3.3)

**Figure 3.3.2.** Boundary of the moduli space.

So the summation (3.3.2) is well defined, and by (3.3.3), we have

$$\partial \eta_2 = \eta_2 \partial.$$

i.e., the map $\eta_2$ is a chain map. Thus $\eta_2$ induces a cup product of the Morse homology

$$(\eta_2)_* : H_k(C_*(f - g)) \otimes H_l(C_*(g - h)) \to H_{k+l-n}(f - g).$$

By Theorem 3.2.2, we have

$$(\eta_2)_* : H_k(M, \mathbb{Z}) \otimes H_l(M, \mathbb{Z}) \to H_{k+l-n}(M, \mathbb{Z})$$
and there holds

\[(\eta_2)_* (x \otimes y) = PD(PD(x) \cup PD(y)), \quad (3.3.4)\]

where PD is the Poincaré duality.

By a map \(\eta_3\) defined in [13], we can see that this cup product is associative, namely, there holds

\[(\eta_2)_*((\eta_2)_*(x \otimes y) \otimes z) = (\eta_2)_*(x \otimes (\eta_2)_*(y \otimes z)). \quad (3.3.5)\]

(3.3.5) can also follow from the Poincaré duality relation (3.3.4).

Using the gradient flow of the Morse function \(f\) to replace the negative gradient flow as in section 3.2, we can get the Morse cohomology theory and the cup product structure.(c.f. [13] and [14]).

Following the basic ideas of the definition of the Morse homology and combining the Gromov pseudo-holomorphic theory, Floer constructed a so-called Floer \((co)\)homological theory for compact symplectic manifolds, and ultimately conduced to the proofs of the Arnold conjecture about the number of fixed points of a Hamiltonian diffeomorphism (non-degenerate cases) on closed symplectic manifolds. Unfortunately, we do not have enough space to explain this beautiful theory here. We refer the papers [11], [12], [15], [36], [50] and the references therein for details. One can apply the Morse homology theory to the study of degenerate Arnold conjecture(the general cases). For this topic, we refer the papers [53], [27] and the references therein.

4. The Maslov-Type Index Theory

4.1. The definition of the Maslov-type index for a symplectic path

We first recall some properties of the symplectic group.

Let \((\mathbb{R}^{2n}, \omega)\) be the linear symplectic space, where \(\omega = \sum_{i=1}^{n} dx_i \wedge dy_i\) is the standard symplectic form. A map \(\varphi : \mathbb{R}^{2n} \to \mathbb{R}^{2n}\) is called symplectic if \(\varphi^* \omega = \omega\). The matrix \(M\) corresponding to a linear symplectic map is called symplectic matrix. Any symplectic matrix \(M\) should satisfy \(M^TJM = J\). For any symplectic matrix \(M \in \text{Sp}(2n)\), we have the following results.
(1) If $\lambda \in \sigma(\mathbf{M})$, then $\bar{\lambda}$, $\lambda^{-1}$ and $\bar{\lambda}^{-1} \in \sigma(\mathbf{M})$ with the same multiplicity of $\lambda$.

(2) $\det M = 1$, i.e., the any symplectic map $\varphi$ preserving the the “area” in $\mathbb{R}^{2n}$.

(3) There exist unique orthogonal symplectic matrix $U$ and positively definite symmetric symplectic matrix $P$ such that $M = PU$. We call it the polar decomposition.

(4) A positively definite symmetric matrix $P \in \mathcal{L}(\mathbb{R}^{2n})$ is symplectic, if and only if it has the form

$$P = \exp(Q) = I + Q + \frac{1}{2!}Q^2 + \cdots + \frac{1}{k!}Q^k + \cdots,$$

where $Q = \begin{pmatrix} A & B \\ B & -A \end{pmatrix}$, $A$ and $B$ are symmetric $n \times n$ matrices.

(5) An orthogonal matrix $U \in \mathcal{L}(\mathbb{R}^{2n})$ is symplectic, if and only if it has the form

$$U = \begin{pmatrix} A & -B \\ B & A \end{pmatrix},$$

where $A^TB$ is symmetric, and $A^TA + B^TB = I$. These conditions are also the necessary and sufficient conditions such that $A \pm \sqrt{-1}B$ are unitary matrices.

(6) The space $\text{Sp}(2n)$ is path connected and its fundamental group $\pi_1(\text{Sp}(2n)) = \mathbb{Z}$. So for any closed path in $\text{Sp}(2n)$ there is a natural way to defined an integer as its index.

**Claim.** For a proof of the result (1), we notice that the coefficients of the characteristic polynomial $f_M(\lambda) = \det(\mathbf{M} - \lambda \mathbf{I})$ are all real, so if $\lambda \in \sigma(\mathbf{M})$, then $\bar{\lambda} \in \sigma(\mathbf{M})$. Thus we need to show that $\lambda^{-1} \in \sigma(\mathbf{M})$. By the condition $M^TJM = J$ we know that $(\det \mathbf{M})^2 = 1$, in fact by the result (2), there holds $\det \mathbf{M} = 1$, thus

$$f_M(\lambda) = \det \mathbf{M} \det(\mathbf{I} - \lambda \mathbf{J}^{-1}M^TJ) = 0 \Rightarrow \det(\mathbf{I} - \lambda \mathbf{M}^T) = 0.$$

It implies

$$\lambda^{2n} f_M(\lambda^{-1}) = 0.$$
If we using \( \det M = 1 \), the characteristic polynomial can be written in the symmetric form

\[
f_M(\lambda) = \lambda^n \sum_{k=0}^{n} a_k(\lambda^k + \lambda^{-k}), \quad a_n = 1, \quad a_k \in \mathbb{R}.
\]

The proof of the result (2) follows from the definition \( \varphi^* \omega = \omega \) and \( \omega^n = \omega \wedge \cdots \wedge \omega \) is the volume form of \( \mathbb{R}^{2n} \). The reason is that \( \varphi^*(\omega^n) = \det M \cdot \omega^n = \omega^n \).

We now give a proof of the result (3). Since \( MM^T \) is a positive definite matrix, we define a symmetric positive definite matrix

\[
P = (MM^T)^{1/2},
\]

and set

\[
U = P^{-1}M.
\]

We have

\[
UU^T = P^{-1}MM^TP^{-1} = P^{-1}P^2P^{-1} = I,
\]

so \( U \) is orthogonal.

If \( M \) possesses two polar decompositions \( M = P_1U_1 = P_2U_2 \), then \( M^T = U_1^TP_1 = U_2^TP_2 \). Thus

\[
P_1^2 = P_1U_1U_1^TP_1 = MM^T
\]

and

\[
P_2^2 = P_2U_2U_2^TP_2 = MM^T.
\]

So \( P_1 = P_2 \), and so \( U_1 = U_2 \).

Since \( M = J^{-1}(M^T)^{-1}J \), we have

\[
M = J^{-1}(U^TP)^{-1}J = J^{-1}P^{-1}JJ^{-1}(U^T)^{-1}J = P_1U_1
\]

is a polar decomposition. Thus we have

\[
J^{-1}P^{-1}J = P, \quad J^{-1}(U^T)^{-1}J = U.
\]
It implies that $P$ and $U$ are symplectic.

*Proof of the result (4).*

**Necessity.** Since $\exp(Q) = P$ is symplectic,

$$\exp(Q) = J^{-1}(\exp(Q))^{-1}J = \exp(-J^{-1}QJ).$$

Since $Q$ and $-J^{-1}QJ$ are symmetric, by the uniqueness, we have $Q = -J^{-1}QJ$. Setting $Q = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$, we have $D = -A$ and $B = C$. By $Q^T = Q$, we have $B = B^T$ and $A = A^T$.

**Sufficiency.** $P = \exp(Q)$ with $Q$ as defined above, it only need to invert the above computations.

*Proof of (5).*

The sufficiency follows from direct computations.

**Necessity.** By the given conditions it holds that $U^T K U = K$ with $K = I$ or $J$. Thus it also holds for $K = I + \sqrt{-1}J$. Let

$$U = \begin{pmatrix} A & B \\ C & D \end{pmatrix}.$$ 

Then

$$U^T(I + \sqrt{-1}J)U = \begin{pmatrix} I & \sqrt{-1}I \\ -\sqrt{-1}I & I \end{pmatrix}.$$ 

Comparing both sides we obtain

$$E^*E = F^*F = I, \quad E^*F = \sqrt{-1}I,$$

where $E = A + \sqrt{-1}C$ and $F = B + \sqrt{-1}D$, $E^*$ denotes the complex conjugate of $E^T$. This implies

$$E^*(E + \sqrt{-1}F) = 0.$$ 

But $E^*$ is non-singular. Thus $E + \sqrt{-1}F = 0$. This implies

$$D = A, \quad C = -B.$$
The symmetry of \( A^T B \) and \( A^T A + B^T B = I \) follow from the orthogonality of \( U \).

The second part of the result (5) is easy to prove.

The result (6) follows from the results (4) and (5). We can write

\[
\text{Sp}(2n) = \text{U}(n) \times \text{(positively definite symmetric symplectic matrices)}.
\]

It is well known that \( \pi_1(\text{U}(n)) = \pi_1(S^1) = \mathbb{Z} \). The space of positively definite symmetric symplectic matrices is contractible, this follows from that any \( P = \exp(Q) \) as defined in (4) can be deformed in this space to the identity \( I \) by \( \exp(tQ) \), \( t \in [0,1] \).

In the particular case \( n = 1 \), the orthogonal symplectic matrix \( U \in \text{Sp}(2) \cap \text{O}(2) \) has the form

\[
U(\theta) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.
\]

The positively definite symmetric symplectic matrix has the form

\[
P(r, z) = \begin{pmatrix}
r & z \\
\frac{1+z^2}{r} & \frac{1}{r}
\end{pmatrix}, \quad r > 0, \quad z \in \mathbb{R}.
\]

Thus any symplectic matrix \( M \in \text{Sp}(2) \) possesses the polar decomposition

\[
M = M(r, \theta, z) = \begin{pmatrix}
r & z \\
\frac{1+z^2}{r} & \frac{1}{r}
\end{pmatrix} \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.
\]

We can take \( (r, \theta, z) \in \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R} \) as the coordinates of the space \( \text{Sp}(2) \).

Thus \( \text{Sp}(2) \cong \mathbb{R}^3 \setminus \{ \text{the z axis} \} \). We denote by \( \text{Sp}(2n)^* = \{ M \in \text{Sp}(2n) : \det(M - I) \neq 0 \} \), and \( \text{Sp}(2n)^0 = \text{Sp}(2n) \setminus \text{Sp}(2n)^* \). The following is the figure of \( \text{Sp}(2)^0 \).
We now turn to the definition of the Maslov-type index for a symplectic path starting from the identity.

A $\tau$-periodic solution of a nonlinear Hamiltonian system is a solution of the following problem

$$
\begin{align*}
\dot{z}(t) &= JH'(t, z(t)) \\
z(0) &= z(\tau),
\end{align*}
$$

where $H \in C^2(\mathbb{R} \times \mathbb{R}^{2n}, \mathbb{R})$ with $H(t, z) = H(t + \tau, z)$ for all $(t, z) \in \mathbb{R} \times \mathbb{R}^{2n}$. $H'(t, z)$ is the gradient of $H$ with respect to the $2n$-dimensional variable $z$. The linearized system of the above system (4.1.1) at a $\tau$-periodic solution $z(t)$ is the following linear Hamiltonian system

$$
\dot{y}(t) = JB(t)y(t),
$$

where $B(t) = H''(t, z(t))$ is a symmetric $2n \times 2n$ matrix function. The fundamental solution $\gamma(t)$ is a $2n \times 2n$ matrix function satisfying

$$
\begin{align*}
\dot{\gamma}(t) &= JB(t)\gamma(t) \\
\gamma(0) &= I.
\end{align*}
$$

It is well known that the fundamental solution $\gamma$ of a linear Hamiltonian system is a symplectic path starting from the identity. We denote the set of
all the symplectic paths starting from the identity by

\[ \mathcal{P}_\tau(2n) = \{ \gamma \in C([0, \tau], \text{Sp}(2n)) : \gamma(0) = I \}. \]

We denote the unit circle in the complex plane by \( U = \{ x \in \mathbb{C} : |x| = 1 \} \).

**Definition 4.1.1.** For \( \omega \in U, \tau > 0, \gamma \in \mathcal{P}_\tau(2n) \), we define

\[ \nu_\omega(\gamma) = \dim \mathbb{C} \ker \mathbb{C}(\gamma(\tau) - \omega I). \]

A path \( \gamma \in \mathcal{P}_\tau(2n) \) is called \( \omega \)-degenerated if \( \nu_{\tau, \omega}(\gamma) > 0 \), otherwise it is called \( \omega \)-non-degenerated.

**Definition 4.1.2.** For \( \omega \in U \), given two paths \( \gamma_1, \gamma_2 \in \mathcal{P}_\tau(2n) \), we say \( \gamma_1 \) and \( \gamma_2 \) are \( \omega \)-homotopic on \([0, \tau]\) and write \( \gamma_1 \sim_\omega \gamma_2 \), if there exists a map \( \delta \in C([0, 1] \times [0, \tau], \text{Sp}(2n)) \) such that \( \delta(0, \cdot) = \gamma_1(\cdot), \delta(1, \cdot) = \gamma_2(\cdot), \delta(s, 0) = I \) and \( \nu_\omega(\delta(s, \cdot)) \) is constant for \( s \in [0, 1] \).

\[
\begin{align*}
\text{Sp}(2n)_k^0 & \quad \text{Sp}(2n)_k^0 = \{ M \in \text{Sp}(2n) \mid \dim \mathbb{C} \ker \mathbb{C}(M - I) = k \}
\end{align*}
\]

**Figure 4.1.2.** A case of homotopy of two symplectic paths.

### 4.1.1. Non-degenerated paths in \( \text{Sp}(2n) \)

We denoted the subset of \( \omega \)-non-degenerated paths in \( \mathcal{P}_\tau(2n) \) by \( \mathcal{P}_{\tau, \omega}^\ast(2n) \), and \( \mathcal{P}_{\tau, \omega}^0(2n) = \mathcal{P}_\tau(2n) \setminus \mathcal{P}_{\tau, \omega}^\ast(2n) \). We recall that \( D(a) = \text{diag}(a, 1/a) \) for \( a \neq 0 \) and define \( M_+^n = D(2)^\otimes n, M_-^n = D(-2)^\otimes D(2)^\otimes (n-1) \). For two symplectic matrices \( M_i = \begin{pmatrix} A_i & B_i \\ C_i & D_i \end{pmatrix} \in \text{Sp}(2n_i) \) with \( A_i, B_i, C_i, D_i \in \mathcal{L}(\mathbb{R}^{n_i}, \mathbb{R}^{n_i}) \)
the set of $n_i \times n_i$ matrices, $i = 1, 2$, we recall that the symplectic direct sum (or $\odot$-product) of $M_1$ and $M_2$ are defined by

$$M_1 \odot M_2 = \begin{pmatrix} A_1 & 0 & B_1 & 0 \\ 0 & A_2 & 0 & B_2 \\ C_1 & 0 & D_1 & 0 \\ 0 & C_2 & 0 & D_2 \end{pmatrix}. $$

We denoted by $M^{\odot k}$ the $k$-fold symplectic direct sum $M \odot M \odot \cdots \odot M$.

Note that the symplectic direct summation of two symplectic matrices is still symplectic matrix. The two symplectic matrices $M_1^{\pm}$ defined above are located in the different connected components of $Sp^*_\omega(2n) = \{ M \in Sp(2n) : \det(M - \omega I) \neq 0 \}$.

It is well known that every $M \in Sp(2n)$ has unique polar decomposition $M = AU$ with $A = (MM^T)^{1/2}$, $U = \begin{pmatrix} u_1 & -u_2 \\ u_2 & u_1 \end{pmatrix}$ and $u = u_1 + \sqrt{-1}u_2$ is a unitary matrix. If $\gamma(t) = A(t)U(t)$, $t \in [0,1]$ is a continuous symplectic path starting from the identity, there exists a continuous real function $\Delta(t)$ satisfying $\det u(t) = \exp(\sqrt{-1}\Delta(t))$. We define $\Delta_\tau(\gamma) = \Delta(\tau) - \Delta(0) \in \mathbb{R}$ which is depends only on $\gamma$. Particularly, if $\gamma(\tau) \subseteq \{M_n^+, M_n^-\}$, we have $\frac{1}{\pi}\Delta_\tau(\gamma) \in \mathbb{Z}$.

**Lemma 4.1.3.**([41], [39]) If $\gamma_0$ and $\gamma_1 \in \mathcal{P}_n(2n)$ possess common end point $\gamma_0(\tau) = \gamma_1(\tau)$, then $\Delta_\tau(\gamma_0) = \Delta_\tau(\gamma_1)$ if and only if $\gamma_0 \sim_{\omega} \gamma_1$ on $[0, \tau]$ with fixed end points for some $\omega \in \mathbf{U}$.

For any $\omega \in \mathbf{U}$, and $\gamma \in \mathcal{P}_{\tau, \omega}^*(2n)$, we can connect $\gamma(\tau)$ to $M_n^+$ or $M_n^-$ by a path $\beta : [0, \tau] \to \text{Sp}(2n)^*_{\omega}$. The adjoining path $\beta \ast \gamma$ is defined by

$$\beta \ast \gamma(t) = \begin{cases} \gamma(2t), & t \in [0,1/2], \\
\beta(2t - 1), & t \in [1/2,1]. \end{cases}$$

It is easy to see that the integer $k = \frac{1}{\pi}\Delta_\tau(\beta \ast \gamma)$ is independent of the choice of the path $\beta$. 
Definition 4.1.4. ([41], [39]) For $\tau > 0$, $\omega \in U$ and $\gamma \in P^*_{\tau,\omega}(2n)$, we define

$$i_{\tau,\omega}(\gamma) = k = \frac{1}{\pi} \Delta_{\tau}(\beta \cdot \gamma).$$

We call the number $i_{\tau,\omega}(\gamma)$ the $\omega$-index of $\gamma$. Particularly, we call the number $i_{\tau}(\gamma) := i_{\tau,1}(\gamma)$ (with $\omega = 1$) the Maslov-type index of the symplectic path $\gamma$.

4.1.2. Degenerated paths in $\text{Sp}(2n)$

For a degenerated symplectic path $\gamma \in P^0_{\tau,\omega}(2n)$, we can choose a non-degenerated symplectic path $\beta_0 \in P^*_{\tau,\omega}(2n)$, sufficiently $C^0$-close to $\gamma$ in $P_{\tau}(2n)$ such that

$$i_{\tau,\omega}(\beta_0) = \inf \{i_{\tau,\omega}(\beta) \mid \beta \in P^*_{\tau,\omega}(2n), \beta \text{ is sufficiently } C^0 \text{-close to } \gamma \text{ in } P_{\tau}(2n)\},$$

and we can also choose a non-degenerated symplectic path $\beta_1 \in P^*_{\tau,\omega}(2n)$, sufficiently $C^0$-close to $\gamma$ in $P_{\tau}(2n)$ such that

$$i_{\tau,\omega}(\beta_1) = \sup \{i_{\tau,\omega}(\beta) \mid \beta \in P^*_{\tau,\omega}(2n), \beta \text{ is sufficiently } C^0 \text{-close to } \gamma \text{ in } P_{\tau}(2n)\}.$$

In this case, we have the following result.

Lemma 4.1.5. ([41], [39]) With the above notations, there holds

$$i_{\tau,\omega}(\beta_1) - i_{\tau,\omega}(\beta_0) = \nu_{\tau,\omega}(\gamma).$$
Definition 4.1.6. ([41], [39]) For any \( \tau > 0, \omega \in U, \gamma \in \mathcal{P}_{\tau,\omega}^0(2n), \) we define

\[
i_{\tau,\omega}(\gamma) = \inf \{i_{\tau,\omega}(\beta) \mid \beta \in P_{\tau,\omega}^*(2n), \beta \text{ is sufficiently } C^0 \text{ close to } \gamma \text{ in } \mathcal{P}_{\tau}(2n) \}
\]

For any symplectic path \( \gamma \in \mathcal{P}_{\tau}(2n), \omega \in U, \) the index pair

\[
(i_{\tau,\omega}(\gamma), \nu_{\tau,\omega}(\gamma)) \in \mathbb{Z} \times \{0, 1, \ldots, 2n\}
\]

is well defined. We call the index pair the index function of \( \gamma \) at \( \omega \). We also call \( i_{\tau,\omega}(\gamma) \) the \( \omega \)-index of \( \gamma \), and \( \nu_{\tau,\omega}(\gamma) \) the nullity of \( \gamma \). If \( \omega = 1 \), the index pair is simply denoted by \( (i_{\tau}(\gamma), \nu_{\tau}(\gamma)) \), which is the so called Maslov-type index of \( \gamma \).

For a linear Hamiltonian system

\[
\dot{y}(t) = JB(t)y(t), \ y \in \mathbb{R}^{2n}
\]

(4.1.3)

with \( B(t) \) the symmetric \( \tau \)-periodic \( 2n \times 2n \) continuous matrix function. Its fundamental solution \( \gamma_B \) is a symplectic path, i.e., \( \gamma_B \in \mathcal{P}_{\tau}(2n) \). In this case, we denote the index function of the linear Hamiltonian system (or of the matrix function \( B \)) by

\[
(i_{\tau,\omega}(B), \nu_{\tau,\omega}(B)) := (i_{\tau,\omega}(\gamma_B), \nu_{\tau,\omega}(\gamma_B)).
\]

(4.1.4)

As usual, the eigenvalues of \( \gamma_B(\tau) \) are called Floquet multipliers of the linear Hamiltonian system (4.1.3)(or \( B \)).

Let \( H \in C^1((\mathbb{R}/(\tau\mathbb{Z}) \times \mathbb{R}^{2n}, \mathbb{R}) \). Suppose \( x \) is a \( \tau \)-periodic solution of the Hamiltonian system

\[
\dot{x}(t) = JH'(t, x(t)),
\]

(4.1.5)

such that \( H \) is \( C^2 \) along the orbit \( x(\mathbb{R}) \) of \( x \). The associated symplectic path of \( x \) is defined to be the fundamental solution \( \gamma_x = \gamma_B \) of the linearized Hamiltonian system (4.1.3) with \( B(t) = H''(t, x(t)) \) for all \( t \). In this case, we define the index function of the periodic solution \( x \) by

\[
(i_{\tau,\omega}(x), \nu_{\tau,\omega}(x)) := (i_{\tau,\omega}(\gamma_x), \nu_{\tau,\omega}(\gamma_x)).
\]

(4.1.6)
As usual, the eigenvalues of the symplectic matrix $\gamma_x(\tau)$ are called Floquet multipliers of the periodic solution $x$ of the Hamiltonian system (4.1.5).

4.1.3. Properties of the index function

**Lemma 4.1.7.** (Symmetry) ([41], [39]) For any $\omega \in U$ and $\gamma \in P_\tau(2n)$, there holds

$$ (i_{\tau,\omega}(\gamma), \nu_{\tau,\omega}(\gamma)) = (i_{\tau,\bar{\omega}}(\gamma), \nu_{\tau,\bar{\omega}}(\gamma)). \quad (4.1.7) $$

**Theorem 4.1.8.** (Symplectic additivity) ([41], [39]) For any $\omega \in U$, suppose $\gamma_i \in P_\tau(2n_i)$ for $i = 0, 1$, then $\gamma_0 \circ \gamma_1 \in P_\tau(2n_0 + 2n_1)$ and

$$ (i_{\tau,\omega}(\gamma_0 \circ \gamma_1), \nu_{\tau,\omega}(\gamma_0 \circ \gamma_1)) = (i_{\tau,\omega}(\gamma_0), \nu_{\tau,\omega}(\gamma_0)) + (i_{\tau,\omega}(\gamma_1), \nu_{\tau,\omega}(\gamma_1)). \quad (4.1.8) $$

**Theorem 4.1.9.** (Homotopic invariant) ([41], [39]) For any $\omega \in U$, suppose $\gamma_0$ and $\gamma_1 \in P_\tau(2n)$ satisfying $\gamma_0 \sim_\omega \gamma_1$. Then there holds

$$ (i_{\tau,\omega}(\gamma_0), \nu_{\tau,\omega}(\gamma_0)) = (i_{\tau,\omega}(\gamma_1), \nu_{\tau,\omega}(\gamma_1)). \quad (4.1.9) $$

**Theorem 4.1.10.** (Local constant) ([41]) The index function $(i_{\tau,\omega}(\gamma), \nu_{\tau,\omega}(\gamma))$ is local constant. The discontinuous points appear only at the $\omega$ which is the eigenvalues of $\gamma(\tau)$, i.e., at the points of Floquet multiplier of $\gamma$.

For the monotonicity of the Maslov-type index, we have the following result. We denote by $L_s(\mathbb{R}^{2n})$ the set of symmetric $2n \times 2n$ matrices.

**Theorem 4.1.11.** (Monotonicity) ([28]) For any two matrix functions $B_j \in C(S^1, L_s(\mathbb{R}^{2n}))$ with $B_0(t) < B_1(t)$ for all $t \in \mathbb{R}$, we have

$$ i(B_1) - i(B_0) = I(B_0, B_1), $$

where $I(B_0, B_1) = \sum_{s \in [0,1]} \nu((1-s)B_0 + sB_1)$, and $\nu((1-s)B_0 + sB_1) = \dim \ker(\gamma_s(1) - I)$, $\gamma_s(t)$ is the fundamental solution of the linear systems $\dot{z} = JB_s(t)z$ with $B_s(t) = (1-s)B_0(t) + sB_1(t)$. Particularly, there holds

$$ i(B_0) + \nu(B_0) \leq i(B_1). $$
By noting that $i(B_0) = -n$ and $\nu(B_0) = 2n$ for $B_0 \equiv 0$, it implies that for any symmetric positively definite (convex case) matrix function $B(t) > 0$, there holds $i(B) \geq n$.

4.1.4. The relation of Maslov-type index and Morse index:

Galerkin approximation

We consider the following problem

$$\begin{cases}
\dot{x}(t) = JH'(t, x(t)) \\
x(\tau) = x(0)
\end{cases}$$

(4.1.10)

In the following, we always suppose that the Hamiltonian function $H$ satisfies the following conditions:

(H1) $H \in C^2(\mathbb{R} \times \mathbb{R}^{2n}, \mathbb{R})$ and

$$H(t + \tau, x) = H(t, x), \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}^{2n}. \quad (4.1.11)$$

(H2) There exist constants $a > 0$ and $p > 1$ such that

$$|H''(t, x)| \leq a(1 + |x|^p), \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}^{2n}. \quad (4.1.12)$$

Recall that $W = W^{1/2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^{2n})$ is the subspace of $L^2(\mathbb{R}/\mathbb{Z}, \mathbb{R}^{2n})$ which consists of all elements

$$z(t) = \sum_{k \in \mathbb{Z}} \exp(2k\pi tJ)a_k, \quad a_k \in \mathbb{R}^{2n},$$

satisfying

$$\|z\|_{1/2,2}^2 := \sum_{k \in \mathbb{Z}} (1 + |k|)|a_k|^2 < +\infty.$$ 

This space is a Hilbert space with the norm $\| \cdot \|_{1/2,2}$ and the inner product $\langle \cdot, \cdot \rangle_{1/2,2}$. We define an operator $A : W \to W$ such that

$$\langle Ax, y \rangle = \int_0^\tau (-J\dot{x}(t), y(t)) \, dt, \quad \forall x, y \in W. \quad (4.1.13)$$
A is a bounded self-adjoint operator with finite dimensional kernel $N$, and the restriction $A|_{N^\perp}$ is invertible. Define the functional on $W$ by

$$f(x) = \frac{1}{2} \langle Ax, x \rangle - \int_0^\tau H(t, x) \, dt, \forall x \in W.$$  (4.1.14)

Then $f \in C^2(W, \mathbb{R})$ and a critical point of $f$ corresponds to a solution of the problem (4.1.10). If $x = x(t)$ is a critical point of $f$, the second variation of $f$ at $x$ is given by

$$f''(x)h,h = \int_0^\tau \left[(-J\dot{h}, h) - (H''(t, x)h, h)\right] \, dt = \langle (A - B)h, h \rangle \quad \forall h \in W,$$  (4.1.15)

where $B : W \to W$ defined by

$$\langle Bz_1, z_2 \rangle = \int_0^\tau (B(t)z_1(t), z_2(t)) \, dt, \forall z_1, z_2 \in W \quad B(t) = H''(t, x(t)).$$  (4.1.16)

It is well known that both the dimensions of the positive and the negative eigen-subspaces of the quadratic form (4.1.15)(i.e., the Morse index of $-f$ and $f$ at $x$) are infinite. Let $W_m = \sum_{k=-m}^m \exp(2k\pi tJ)\mathbb{R}^{2n}$, and $P_m : W \to W_m$ the projection operator. Then the sequence $\Gamma = \{P_m | m \in \mathbb{N}\}$ is a Galerkin approximation scheme with respect to $A$, i.e., it satisfies the following three conditions:

1° $W_m = P_m W$ is finite dimensional space for all $m \in \mathbb{N}$.

2° $P_m \to I$ strongly as $m \to \infty$.

3° $[P_m, A] := P_mA - AP_m = 0$.

With this $\Gamma = \{P_m | m \in \mathbb{N}\}$, we get a finite dimensional approximation $P_m(A - B)P_m$ of the operator $A - B$. The domain of the operator $P_m(A - B)P_m$ is $W_m$. For this finite dimensional approximation operator, we have the following result.

**Theorem 4.1.12.**([16], [39]) Let $\{P_m\}$ be a Galerkin approximation scheme with respect to $A$. Then there exist $d > 0$ sufficiently small and
There exists a constant $C(H) > 0$ such that

$$|H''(t, x)| \leq C(H), \quad \forall (t, x) \in [0, \tau] \times \mathbb{R}^{2n}. \quad (4.1.19)$$

Define a functional on the space $L$ by

$$g(x) = \int_0^\tau H(t, x(t)) \, dt. \quad (4.1.20)$$
By the conditions (H1) and (H3), we have $g \in C^1(L, \mathbb{R})$, and
\[ g'(x) = H'(t, x). \] (4.1.21)

$g'(x)$ is Gadeaux differentiable, its Gadeaux derivative is
\[ dg'(x)y = H''(t, x(t))y, \] (4.1.22)

and there exists a constant $c(H) > 0$ such that
\[ \|dg'(x)\|_{L(L)} \leq c(H). \] (4.1.23)

Define the action functional by
\[ f(x) = \frac{1}{2} \langle Ax, x \rangle_L - g(x), \ \forall x \in \text{dom}A = W^{1,2}(S^1, \mathbb{R}^{2n}), \] (4.1.24)

Under the conditions (H1) and (H3), $f \in C^1(W, \mathbb{R})$, $f'$ is Gadeaux differentiable. The critical points of $f$ are solutions of the problem (4.1.10).

Let $P_0 : L \rightarrow E_0 = \mathbb{R}^{2n}$ be the projection map. Define
\[ A_0 x = Ax + P_0 x, \ \forall x \in W. \] (4.1.25)

Without loss of generality, we suppose the constant in (4.1.23) satisfies $c(H) \notin \sigma(A_0)$ and $c(H) > 1$. Denote by $\{E_{\lambda}\}$ the spectral resolution of the selfadjoint operator $A_0$, we define the projections on the Hilbert space $L$ by
\[ P = \int_{c(H)}^{\sigma(A_0)} dE_{\lambda}, \ P^+ = \int_{c(H)}^{+\infty} dE_{\lambda}, \ P^- = \int_{-\infty}^{c(H)} dE_{\lambda}. \] (4.1.26)

Then the Hilbert space $L$ possesses an orthogonal decomposition
\[ L = L^+ \oplus L^- \oplus Z, \] (4.1.27)

where $Z = PL$ is a finite dimensional space, and $L^\pm = P^\pm L$. With standard arguments as in [39], [1] and [6], we have the following result.

**Theorem 4.1.13.**([1], [6]) Suppose the function $H$ satisfies the conditions (H1) and (H3). Then there exists a functional $a \in C^2(Z, \mathbb{R})$ and an
injection map $u \in C^1(Z, L)$ such that $u : Z \to W$ satisfies the following conditions:

1° The map $u$ has the form $u(z) = w(z) + z$, where $Pw(z) = 0$.

2° The functional $a$ satisfies

\begin{align*}
a(z) &= f(u(z)) \\
a'(z) &= Az - Pg'(u(z)) = Au(z) - g'(u(z)), \\
a''(z) &= (AP - Pdg'(u(z)))u'(z) = [A - dg'(u(z))]*u'(z).
\end{align*}

And $a'$ is globally Lipschitz continuous.

3° $z \in Z$ is a critical point of $a$, i.e., $a'(z) = 0$, if and only if $u(z)$ is a critical point of $f$.

4° If $g(u) = \langle Bu, u \rangle_L := \int_0^\tau (B(t)u(t), u(t)) dt, \ u \in L$, then $a(z) = \frac{1}{2}\langle (A - B)z, z \rangle_L$.

5° $\dim \ker a''(z) = \nu \tau(\gamma)$, where $\gamma$ is the fundamental solution of the linear Hamiltonian systems $\dot{y} = JH''(t, u(z)(t))y$.

Particularly, for the symmetric matrix continuous function $B(t)$ satisfying $B(t + \tau) = B(t)$, we define a symmetric operator $B$ on $L$ by

\begin{equation}
\langle Bx, y \rangle_L = \int_0^\tau (B(t)x(t), y(t)) dt, \ \forall x, y \in L \tag{4.1.28}
\end{equation}

and define

\begin{equation}
f(x) = \frac{1}{2}\langle (A - B)x, x \rangle_L, \ \forall x \in W. \tag{4.1.29}
\end{equation}

The critical points of $f$ are solutions of the following problem

\begin{equation}
\begin{cases}
\dot{x} = JB(t)x \\
x(1) = x(0). 
\end{cases} \tag{4.1.30}
\end{equation}

By Theorem 4.1.13, we obtain a subspace

\begin{equation}
Z = \{x | x(t) = \sum_{|k| \leq k_0} \exp(2k\pi tJ)a_k, \ a_k \in \mathbb{R}^{2n} \}
\end{equation}

with a sufficiently large $k_0 \in \mathbb{N}$, an injection map $u \in C^\infty(Z, L)$, and a
smooth functional \( a \in C^\infty(Z, \mathbb{R}) \) defined by
\[
a(z) = f(u(z)), \quad \forall z \in Z
\] (4.1.31)

Let \( 2d = \text{dim} \ Z \). Note that the origin of \( Z \) as a critical point of \( a \) corresponds to the origin of \( L \) as a critical point of \( f \). Denote by \( m^* \) for \( * = +, 0 \) and \( - \) the positive, null, and negative Morse indices of the functional \( a \) at the origin respectively, i.e., the total multiplicities of positive, zero, and negative eigenvalues of the \( 2d \times 2d \) matrix \( a''(0) \) respectively. We have the following result.

**Theorem 4.1.14.** ([9], [43], [37]–[41]) There hold
\[
\begin{align*}
m^- &= d + i_\tau(B), \\
m^0 &= \nu_\tau(B), \\
m^+ &= d - i_\tau(B) - \nu_\tau(B).
\end{align*}
\] (4.1.32)

We consider Problem (4.1.10) with \( H \) satisfying condition (H1) in subsection 4.1.4 and (H3) above. Recall that the functional \( f(x) \) is defined in (4.1.24). By Theorem 4.1.13, there exist the corresponding functional \( a : Z \to \mathbb{R} \) and an injection \( u : Z \to L \) such that \( a(z) = f(u(z)) \). Suppose \( z = z(t) \in Z \) is a critical point of \( a \). Then \( x = x(t) = u(z)(t) \) is a solution of problem (4.1.10). Suppose \( m^*(z) \) with \( * = 0, \pm \) are the Morse index of \( a \) at \( z \). We have the following result.

**Theorem 4.1.15.** Under the above conditions and notations, there hold
\[
\begin{align*}
m^-(z) &= d + i_\tau(x), \\
m^0(z) &= \nu_\tau(x), \\
m^+(z) &= d - i_\tau(x) - \nu_\tau(x).
\end{align*}
\] (4.1.33)

### 4.1.6. The relation of Maslov-type index and Morse index: the second order Hamiltonian systems

We consider the following problem
\[
\begin{align*}
\ddot{x} + \nabla V(t, x) &= 0, \\
x(\tau) &= x(0), \quad \dot{x}(\tau) = \dot{x}(0),
\end{align*}
\] (4.1.34)
where \( V \in C^2(\mathbb{R} \times \mathbb{R}^n, \mathbb{R}) \) satisfying \( V(t+\tau,x) = V(t,x) \) for all \((t,x) \in \mathbb{R} \times \mathbb{R}^n\). Let \( W = W^{1,2}(S^1, \mathbb{R}^n) \) with the inner product

\[
\langle x, y \rangle_W = \int_0^1 [(x(t), y(t)) + (\dot{x}(t), \dot{y}(t))] dt.
\]

We define a functional \( F : W \to \mathbb{R} \) by

\[
F(x) = \int_0^1 \left[ \frac{1}{2} (\dot{x}(t), \dot{x}(t)) - V(t, x(t)) \right] dt, \quad \forall x \in W.
\]

The critical points of \( F \) are solutions of problem (4.1.34). Suppose \( x \in W \) is a critical point of \( F \). The Hessian of \( F \) at \( x \) is given by

\[
(F''(x)y, z) = \int_0^1 [(\dot{y}(t), \dot{z}(t)) - (\Delta V(t, x(t))y(t), z(t))] dt.
\]

The linearized system of (4.1.34) at \( x \) is given by the linear second order systems

\[
\ddot{y} + \Delta V(t, x(t))y = 0.
\]

We rewrite this systems into a first order linear Hamiltonian systems

\[
\dot{z} = JB(t)z, \quad z \in \mathbb{R}^{2n},
\]

where \( z = (\dot{y}, y)^T \) and \( B(t) = \begin{pmatrix} -I & 0 \\ 0 & -\Delta V(t, x(t)) \end{pmatrix} \). Suppose \( \gamma_x = \gamma(t) \) is the fundamental solution of (4.1.38). Then the index \((i_\tau(\gamma_x), \nu_\tau(\gamma_x))\) is well defined. We denote the Morse index and nullity of \( F \) at \( x \) by \( m^-(x) \) and \( m^0(x) \), i.e., the total multiplicities of all the negative eigenvalues and zeros of \( F''(x) \) respectively.

**Theorem 4.1.16.** ([2], [39]) Under the above conditions, there hold

\[
m^-(x) = i_\tau(\gamma_x), \quad m^0(x) = \nu_\tau(\gamma_x),
\]

We refer the paper [34] for the Morse index theory and its iteration.
theory of the closed geodesics on Riemannian (Finsler) manifolds.

4.1.7. Calculate the index by dual variational methods

Let \( B \in C(S^1, \mathcal{L}_s(\mathbb{R}^{2n})) \), where \( S^1 = \mathbb{R}/\mathbb{Z} \), and \( \mathcal{L}_s(\mathbb{R}^{2n}) \) be the set of symmetric \( 2n \times 2n \) metrics. Consider the linear Hamiltonian system

\[
\dot{z} = JB(t)z, \quad z \in \mathbb{R}^{2n}.
\]

We first give a brief introduction to the dual Morse index theory of the above system. Let \( W^{1,2} = W^{1,2}(S^1, \mathbb{R}^{2n}) \), and \( L = L^2(S^1, \mathbb{R}^{2n}) \). The embedding \( j : W^{1,2} \to L \) is compact. Both \( W^{1,2} \) and \( L \) are Hilbert spaces with inner product \( \langle \cdot , \cdot \rangle \) and \( \langle \cdot , \cdot \rangle_2 \) respectively. We define an operator \( A : L \to L \) with domain \( W^{1,2} \) by

\[
Ax = -J \frac{d}{dt}.
\]

The spectrum of \( A \) is isolated. In fact \( \sigma(A) = 2\pi \mathbb{Z} \). Let \( k /\in \sigma(A) \) be so large such that \( B(t) + kI > 0 \). Then the operator \( \Lambda_k = A + kI : W^{1,2} \to L \) is invertible, and its inverse is compact.

We define a quadratic form in \( L \) by

\[
Q^*_{k,B}(v, u) = \int_0^1 [(C_k(t)v(t), u(t)) - (\Lambda_k^{-1}v(t), u(t))] \, dt, \quad \forall v, u \in L,
\]

where \( C_k(t) = (B(t) + kI)^{-1} \). Denote \( Q^*_{k,B}(v) = Q^*_{k,B}(v, v) \). Then

\[
\langle C_kv, v \rangle_2 = \int_0^1 (C_k(t)v(t), v(t)) \, dt
\]

define a Hilbert structure in \( L \). \( C_k^{-1}\Lambda_k^{-1} \) is a self-adjoint and compact operator under this inter product. By the spectral theory, there exists a basis \( e_j, j \in \mathbb{N} \) of \( L \), and an eigenvalue sequence \( \lambda_j \to 0 \) in \( \mathbb{R} \) such that

\[
\langle C_ke_i, e_j \rangle_2 = \delta_{ij},
\]

\[
\langle \Lambda_k^{-1}e_j, v \rangle_2 = \langle C_k\lambda_j e_j, v \rangle_2, \quad \forall v \in L.
\]

For any \( v \in L \) with \( v = \sum_{j=1}^\infty \xi_j e_j \), there holds

\[
Q^*_{k,B}(v) = -\int_0^1 (\Lambda_k^{-1}v(t), v(t)) - (C_k(t)v(t), v(t)) \, dt = \sum_{j=1}^\infty (1 - \lambda_j)\xi_j^2.
\]
Define
\[
L_k^-(B) = \left\{ \sum_{j=1}^{\infty} \xi_j e_j | \xi_j = 0 \text{ if } 1 - \lambda_j \geq 0 \right\}
\]
\[
L_k^0(B) = \left\{ \sum_{j=1}^{\infty} \xi_j e_j | \xi_j = 0 \text{ if } 1 - \lambda_j \neq 0 \right\}
\]
\[
L_k^+(B) = \left\{ \sum_{j=1}^{\infty} \xi_j e_j | \xi_j = 0 \text{ if } 1 - \lambda_j \leq 0 \right\}.
\]

Observe that \(L_k^-(B), L_k^0(B)\) and \(L_k^+(B)\) are \(Q^*_k, B\)-orthogonal, and \(L = L_k^-(B) \oplus L_k^0(B) \oplus L_k^+(B)\). Since \(\lambda_j \to 0\) as \(j \to \infty\), both \(L_k^-(B)\) and \(L_k^0(B)\) are finite dimensional subspaces. We define the \(k\)-dual Morse index of \(B\) by
\[
i^*_k(B) = \dim L_k^-(B), \quad \nu^*_k(B) = \dim L_k^0(B).
\]

We have the following result for the relation of \(k\)-dual Morse index and the Maslov-type index.

**Theorem 4.1.17.** ([28]) There hold
\[
i^*_k(B) = i(B) + n + 2n \left\lfloor \frac{k}{2\pi} \right\rfloor, \quad \nu^*_k(B) = \nu(B),
\]
where \([a] = \max\{j \in \mathbb{Z} | j \leq a\}\).

The Maslov-type index defined by spectral flow was studied in [45]. The Maslov-type index theory with Lagrangian boundary condition was studied by the author in [29], and that with other non-periodic boundary condition was studied in [30] recently.

### 4.2. Iteration theory of the Maslov-type index

In this section we consider the iteration theory of the Maslov-type index. Namely, we will give brief introduction to the theory which related the iterated indices \((i_{k\tau}(\gamma^k), \nu_{k\tau}(\gamma^k))\) for the iterated symplectic path \(\gamma^k \in \mathcal{P}_{k\tau}(2n)\) of \(\gamma\) with the index \((i_{\tau}(\gamma), \nu_{\tau}(\gamma))\) of the symplectic path \(\gamma \in \mathcal{P}_{\tau}(2n)\), where the \(k\)-th iterated path \(\gamma^k\) of \(\gamma\) is defined by
\[
\gamma^k(t) = \gamma(t - k\tau) \gamma(\tau)^k, \quad \forall k\tau \leq t \leq (k + 1)\tau.
\]
To understand this iterated path, we consider a \( \tau \)-periodic solution \( x : S^1 = \mathbb{R}/(\tau \mathbb{Z}) \rightarrow \mathbb{R}^{2n} \) of the nonlinear Hamiltonian system

\[
\dot{x}(t) = JH'(t, x(t)).
\] (4.2.2)

Here we suppose \( H \) is \( C^2 \) along the orbit \( x(\mathbb{R}) \) and \( \tau \)-periodic in time \( t \). We define the iteration of the \( \tau \)-periodic function \( x \) by

\[
x^k(t) = x(t - j\tau), \quad j\tau \leq t \leq (j + 1)\tau, \quad 0 \leq j \leq k - 1.
\]

Then \( x^k \) becomes a \( k\tau \)-periodic solution of the system (4.2.2). But geometrically it is the same as \( x \). We set \( B_k(t) = H(t, x^k(t)) \) for \( k \in \mathbb{N} \). Then \( \gamma^k \in \mathcal{P}_{k\tau}(2n) \) is the fundamental solution of the linearized system

\[
\dot{y}(t) = JB_k(t)y(t).
\] (4.2.3)

**Definition 4.2.1.** The mean index of a symplectic path \( \gamma \in \mathcal{P}_\tau(2n) \) is defined by

\[
\hat{i}^\tau(\gamma) = \lim_{k \to \infty} \frac{i_{k\tau}^{\delta}(\gamma^k)}{k}.
\] (4.2.4)

From Theorem 4.1.10, we have the following definition.

**Definition 4.2.2.** For any \( M \in \text{Sp}(2n) \) and \( \omega \in U \), the following number

\[
S^\pm_M(\omega) = \lim_{\varepsilon \to 0^+} i_{\tau, \exp(\pm \varepsilon \sqrt{-1})\omega}(\gamma) - i_{\tau, \omega}(\gamma)
\]

with \( \gamma \in \mathcal{P}_\tau(2n) \) satisfying \( \gamma(\tau) = M \) do not depend on the choice of \( \gamma \). We call it the splitting number of \( M \) at \( \omega \).

**4.2.1. Precise iteration formulae**

With the index function defined in section 1, we are able to introduce the following Bott-type formula.
Theorem 4.2.3. ([41], [39]) For any $\gamma \in \mathcal{P}_\tau(2n)$ and $m \in \mathbb{N}$, there hold
\[
i_{m\tau}(\gamma^m) = \sum_{\omega^m=1}^{\omega} i_{\tau,\omega}(\gamma),
\]
\[
n_{m\tau}(\gamma^m) = \sum_{\omega^m=1}^{\omega} n_{\tau,\omega}(\gamma).
\] (4.2.5)

A direct consequence is the following formula, which tells us that the mean index is well defined.

Corollary 2.4.2. ([41], [39]) For any $\gamma \in \mathcal{P}_\tau(2n)$, there hold
\[
\hat{i}_\tau(\gamma) = \frac{1}{2\pi} \int_{0}^{2\pi} i_{\tau,\exp(e^{-1/\theta})}(\gamma) d\theta.
\] (4.2.6)

For the hyperbolic case, the following iteration formula is very simple.

Corollary 4.2.5. For any $\gamma \in \mathcal{P}_\tau(2n)$, if $\sigma(\gamma(\tau)) \cap U = \emptyset$, in this case we call $\gamma$ hyperbolic, and there hold
\[
\hat{i}_\tau(\gamma) = i_{\tau}(\gamma), \quad i_{m\tau}(\gamma^m) = mi_{\tau}(\gamma), \quad \forall m \in \mathbb{N}.
\] (4.2.7)

The splitting numbers are determined by the end matrix $\gamma(\tau)$, so the following iteration formula tells us that the iteration properties are only dependent on the matrix $M = \gamma(\tau)$.

Theorem 4.2.6. ([44], [39]) For any $\gamma \in \mathcal{P}_\tau(2n)$, let $M = \gamma(\tau)$. Then for any $m \in \mathbb{N}$ we have
\[
i_{m\tau}(\gamma^m) = m(i_{\tau}(\gamma) + S_+^M(1) - C(M)) + 2 \sum_{\theta \in (0,2\pi)} \mathcal{E} \left(\frac{m\theta}{2\pi}\right) S_{-M}^e(e^{\sqrt{-1}\theta}) - (S_+^M(1) + C(M)).
\] (4.2.8)

Here $\mathcal{E}(a) = \min\{k \in \mathbb{Z} | k \geq a\}$ and $C(M)$ is defined by
\[
C(M) = \sum_{\theta \in (0,2\pi)} S_{-M}^e(e^{\sqrt{-1}\theta}).
\]
4.2.2. Iteration inequalities

**Theorem 4.2.7.** ([31], [32]) For any $\gamma \in \mathcal{P}_{\tau}(2n)$ and $\omega \in U \setminus \{1\}$, it always holds that

$$i_{\tau}(\gamma) + \nu_{\tau}(\gamma) - n \leq i_{\tau,\omega}(\gamma) \leq i_{\tau}(\gamma) + n - \nu_{\tau,\omega}(\gamma). \quad (4.2.9)$$

**Theorem 4.2.8.** ([31], [32], [39]) For any $\gamma \in \mathcal{P}_{\tau}(2n)$ and $m \in \mathbb{N}$, it always holds that

$$m^i_{\tau}(\gamma) - n \leq i_{m\tau}(\gamma^m) \leq m^i_{\tau}(\gamma) + n - \nu_{m\tau}(\gamma^m). \quad (4.2.10)$$

**Theorem 4.2.9.** ([31], [32], [39]) For any $\gamma \in \mathcal{P}_{\tau}(2n)$ and $m \in \mathbb{N}$, it always holds that

$$m(i_{\tau}(\gamma) + \nu_{\tau}(\gamma) - n) + n - \nu_{\tau}(\gamma) \leq i_{m\tau}(\gamma^m) \leq m(i_{\tau}(\gamma) + n) - (\nu_{m\tau}(\gamma^m) - \nu_{\tau}(\gamma)). \quad (4.2.11)$$

**Remark.** All the estimates (4.2.9)–(4.2.11) are optimal in the sense of the left equality and the right equality can be achieved by some suitable symplectic paths $\gamma \in \mathcal{P}_{\tau}(2n)$. For the iteration formulae of Morse index theory of closed geodesic on a Riemannian (or Finsler) manifold, we refer the readers to the paper [34]. For the further applications of the iteration theory of Maslov-type index theory, we refer the readers to the papers [16], [24]–[26], [32]–[33], [35], [37]–[41], [43] and [44]

4.3. Application to nonlinear Hamiltonian systems

We will give two examples to explain how to apply this index theory to the study of the nonlinear Hamiltonian systems. One is the study of Rabinowitz conjecture about the existence of the minimal periodic solution for some nonlinear Hamiltonian systems. The reason we choose this problem is that it is easy to explain and in some sense, the calculation is not so complicated. Another is the multiplicity problems of closed characteristics on some hypersurfaces in $\mathbb{R}^{2n}$. The latter is complicated to explain it clearly, so we only state some results and give some references for details.
4.3.1. The minimal periodic problems

We now apply the results obtained above to autonomous Hamiltonian systems

\[-J \dot{x} = Bx + H'(x), \quad x \in \mathbb{R}^{2n}, \quad (4.3.1)\]

where \( n \in \mathbb{N} \) and \( H \in C^2(\mathbb{R}^{2n}, \mathbb{R}) \), and \( B \) is a \( 2n \times 2n \) symmetric semi-positively definite matrix whose operator norm is denoted by \( \|B\| \).

**Theorem 4.3.1.** Suppose \( B \in \mathcal{L}(\mathbb{R}^{2n}) \) is a symmetric semi-positively definite matrix, and the Hamiltonian function \( H \) satisfies the conditions:

- (H1) \( H \in C^2(\mathbb{R}^{2n}, \mathbb{R}) \).
- (H2) there are constants \( \mu > 2 \) and \( r_0 > 0 \) such that
  \[0 < \mu H(x) \leq H'(x) \cdot x, \quad \forall |x| \geq r_0.\]
- (H3) \( H(x) = o(|x|^2) \) at \( x = 0 \).
- (H4) \( H(x) \geq 0 \) \( \forall x \in \mathbb{R}^{2n} \).

Then for every \( 0 < \tau < \frac{2\pi}{\|B\|} \), the system (4.3.1) possesses a non-constant \( \tau \)-periodic solution \( x \) satisfying

\[i_\tau(x) \leq n + 1. \quad (4.3.2)\]

Moreover, suppose this solution \( x \) further satisfies the following condition:

- (HX) \( H''(x(t)) \geq 0 \) \( \forall t \in \mathbb{R} \) and \( \int_0^\tau H''(x(t)) \, dt > 0 \). Then \( \tau \) is the minimal period of \( x \).

**Proof.** Fix \( \tau \in (0, \frac{2\pi}{\|B\|}) \). By conditions (H1)–(H4), we can find a non-constant \( \tau \)-periodic solution \( x \) of (4.3.1) via the saddle point theorem such that (4.3.2) holds. For reader’s convenience, we sketch the proof here and refer the reader to Theorem 4.3.5 of [24] or Theorem 4.23 of [51] for details.

In fact, following P. Rabinowitz’ pioneering work [48], choose \( K > 0 \) and \( \chi \in C^\infty(\mathbb{R}, \mathbb{R}) \) such that \( \chi(t) = 1 \) if \( t \leq K \), \( \chi(t) = 0 \) if \( t \geq K + 1 \), and \( \chi'(t) < 0 \) if \( y \in (K, K + 1) \). Set

\[
\hat{H}_K(z) = \frac{1}{2} Bz \cdot z + H_K(z),
\]

with

\[H_K(z) = \chi(|z|)H(z) + (1 - \chi(|z|))R_K|z|^4,
\]

where \( \hat{H}_K(z) \) is the Hamiltonian function for the modified system, and \( R_K \) is a constant depending on \( K \).
where the constant $R_K$ satisfies
\[ R_K \geq \max_{K \leq |z| \leq K+1} \frac{H(z)}{|z|^4}. \]

Let $E = W^{1/2, 2}(\mathbb{R}/(\tau \mathbb{Z}), \mathbb{R}^{2n})$ be the Sobolev space with the usual norm. Define a functional $f_K$ on $E$ by
\[ f_K(z) = \frac{1}{2} \int_0^\tau (\dot{z} \cdot Jz - \hat{H}_K(z)) \, dt, \quad \forall z \in E. \quad (4.3.3) \]

For $m \in \mathbb{N}$, define $E^0 = \mathbb{R}^{2n}$,
\[ E_m = \left\{ z \in E \mid z(t) = \sum_{k=-m}^m \exp\left(\frac{2k\pi t}{\tau} J a_k\right), \, a_k \in \mathbb{R}^{2n} \right\}, \]
\[ E^\pm = \left\{ z \in E \mid z(t) = \sum_{\pm k>0} \exp\left(\frac{2k\pi t}{\tau} J a_k\right), \, a_k \in \mathbb{R}^{2n} \right\}, \]
and $E^+_m = E_m \cap E^+$, $E^-_m = E_m \cap E^-$. We have $E_m = E^-_m \oplus E^0 \oplus E^+_m$. Let $P_m$ be the projection $P_m : E \to E_m$. Then $\{E_m, P_m\}_{m \in \mathbb{N}}$ form a Galerkin approximation scheme of the operator $-Jd/dt$ on $E$. Denote by $f_{K,m} = f_K|E_m$. Set $Q_m = \{re : 0 \leq r \leq r_1\} \oplus \{B_{r_1}(0) \cap (E^-_m \oplus E^0_m)\}$ with some $e \in \partial B_1(0) \cap E^+_m$ for large $r_1 > 0$ and small $\rho > 0$. Then $\partial Q_m$ and $B_\rho(0) \cap E^+_m$ form a homologically link (cf. P.84 of [6] or p.167 of [18]). By the definition of $\tau$, we obtain a constant $\delta = \delta(K) > 0$ such that
\[ f_{K,m}(z) \geq \delta > 0, \quad \forall z \in \partial B_\rho(0) \cap E^+_m; \]
and
\[ f_{K,m}(z) \leq 0, \quad \forall z \in \partial Q_m. \]

It is well known that $f_K$ satisfies the usual (P.S)* condition on $E$, i.e. a sequence $\{x_m\}$ with $x_m \in E_m$ possesses a convergent subsequence in $E$, provided $f'_{K,m}(x_m) \to 0$ as $m \to \infty$ and $|f_{K,m}(x_m)| \leq b$ for some $b > 0$ and all $m \in \mathbb{N}$. Thus by the saddle point theorem (cf. [49]), the Galerkin approximation method, and Theorem 4.2.1 of [51], we obtain a critical point $x_K \in E$ of $f_K$ such that $0 < c_K \equiv f_K(x_K) \leq M_1$, where $M_1$ is a constant independent of $K$ and there holds $i_\tau(x_K) \leq n + 1$. 
Now the arguments in the section 6 of [49] yields a constant $M_2$ independent of $K$ such that $\|x_K\|_C \leq M_2$. Choose $K > M_2$. Then $x \equiv x_K$ is a non-constant $\tau$-periodic solution of the system (4.3.1) satisfying (4.3.2).

Denote the minimal period of this solution $x$ by $\tau/m$ for some $m \in \mathbb{N}$. By the condition (HX) and $B$ being semi-positively definite, using (9.17) of [39], we obtain

$$i_{\tau/m}(x) \geq n. \tag{4.3.4}$$

Since the system (4.3.3) is autonomous, we have

$$\nu_{\tau/m}(x) \geq 1. \tag{4.3.5}$$

Therefore, by (4.3.2), (4.3.4), (4.3.5), and Theorem 4.2.9, we obtain $m = 1$ and complete the proof. \hfill \Box

**Remark.** If $B = 0$, Theorem 4.3.1 holds for every $\tau > 0$.

The following corollary gives more accessible sufficient conditions for the existence of solutions with prescribed minimal period.

**Corollary 4.3.2.** Under the conditions of Theorem 4.3.1 except (HX), which is replaced by the following two conditions: (H5) $H''(x) \geq 0$ for all $x \in \mathbb{R}^{2n}$. (H6) The set $D = \{x \in \mathbb{R}^{2n}|H'(x) \neq 0, \ 0 \in \sigma(H''(x))\}$ is hereditarily disconnected, i.e. every connected component of $D$ contains only one point.

Then the system (4.3.1) possesses a $\tau$-periodic solution $x$ with minimal period $\tau$.

**Proof.** Since conditions (H5) and (H6) imply the condition (HX) holds for every non-constant periodic solution of (4.3.1), the corollary follows from Theorem 4.3.1. \hfill \Box

Similarly, we consider the existence of non-constant periodic solutions with prescribed minimal period for the following autonomous second order Hamiltonian systems

$$\ddot{x} + V'(x) = 0, \quad x \in \mathbb{R}^n, \tag{4.3.6}$$

...
where \( n \in \mathbb{N} \) and \( V : \mathbb{R}^n \to \mathbb{R} \) is a function. In this paper, we consider the following conditions on \( V \):

(V1) \( V \in C^2(\mathbb{R}^n, \mathbb{R}) \).

(V2) There exist constants \( \mu > 2 \) and \( r_0 > 0 \) such that
\[
0 < \mu V(x) \leq V'(x) \cdot x, \quad \forall |x| \geq r_0.
\]

(V3) \( V(x) \geq V(0) = 0 \) \( \forall x \in \mathbb{R}^n \).

(V4) \( V(x) = o(|x|^2) \), at \( x = 0 \).

(V5) There exist constants \( b > 0 \) and \( r_1 > 0 \) such that
\[
V(x) \leq \frac{b}{2} |x|^2, \quad \forall |x| \leq r_1.
\]

(V6) \( V''(x) \geq 0, \quad \forall x \in \mathbb{R} \).

(V7) \( D = \{ x \in \mathbb{R}^n \mid V'(x) \neq 0, \quad 0 \in \sigma(V''(x)) \} \) is hereditarily disconnected.

**Theorem 4.3.3.** Suppose \( V \) satisfies the condition (V1)–(V4), (V6) and (V7). Then for every \( \tau > 0 \), the system (4.3.6) possesses a non-constant \( \tau \)-periodic solution with minimal period \( \tau \).

**Proof.** For the system (4.3.6), we consider the following functional
\[
\psi(x) = \int_0^\tau \left( \frac{1}{2} |\dot{x}|^2 - V(x) \right) dt, \quad \forall x \in W^{1,2}(\mathbb{R}/(\tau \mathbb{Z}), \mathbb{R}^n).
\]

By using the saddle point theorem (cf. Theorem 4.4 of [49], here we choosing \( E = W^{1,2}(\mathbb{R}/(\tau \mathbb{Z}), \mathbb{R}^n), \ X = \mathbb{R}^n, \ Y = L_\tau \equiv \{ x \in E \mid x(0) = 0 \} \)), under the conditions (V1)-(V4) it is well known that there exists a critical point \( x \in E \) of \( \psi \) such that its Morse index satisfying \( m^-(x, \tau) \leq n + 1 \). From [1] and [54], we know the Morse index \( m^-(x, \tau) \) of \( x \) is just the Maslov-type index \( i_\tau(B) \) of the matrix \( B(t) = \begin{pmatrix} I & 0 \\ 0 & V''(x(t)) \end{pmatrix} \). Thus we have
\[
i_\tau(x) = i_\tau(B) \leq n + 1.
\]
When $x$ further satisfies (V6) and (V7), denote the minimal period of $x$ by $\tau/m$ for some $m \in \mathbb{N}$. By (V6), (V7) we have

$$i_{\tau/m}(x) = i_{\tau/m}(B) \geq n. \quad (4.3.8)$$

Note that the system is autonomous, we have

$$\nu_{\tau/m}(x) = \nu_{\tau/m}(B) \geq 1. \quad (4.3.9)$$

Therefore, by Theorem 4.2.9 we have $m = 1$. \hfill \Box

By the same argument as above, we have the following result whose proof is omitted.

**Theorem 4.3.4.** Suppose $V$ satisfies the conditions (V1)–(V3) and (V5)–(V7). Then for every $0 < \tau < 2\pi/\sqrt{b}$, (4.3.6) possesses a non-constant $\tau$-periodic solution $x$ with minimal period $\tau$.

In his pioneering work [48], P. Rabinowitz proposed a conjecture: whether a superquadratic Hamiltonian system possesses a periodic solution with a prescribed minimal period. This conjecture has been deeply studied by many mathematicians. We refer to [9], [16], [32], [39], and references therein for survey of the study on this problem. Our Theorem 4.3.1 and Theorem 4.3.3 follow the idea of [39], generalize corresponding results in [10] and are different from that of [16].

For Rabinowitz’ conjecture on the second order Hamiltonian systems, similar results under various convexity conditions have been proved (cf. [10] and reference therein). In [32] and [39] under precisely the conditions (V1)–(V4) of Rabinowitz, Y. Long proved that for any $\tau > 0$ the system (4.3.6) possesses a $\tau$-periodic solution $x$ whose minimal period is at least $\tau/(n+1)$.

We refer the papers [9], [16], [24]–[26], [31]–[34], [35], [37]–[42], [43] and [44] for further applications of the Maslov-type index theory to the study of periodic solutions for nonlinear Hamiltonian systems. In the follow, we list some recent development in this direction.
4.3.2. The fixed energy problems for autonomous nonlinear Hamiltonian systems

We consider a compact hypersurface $\Sigma$ in $\mathbb{R}^{2n}$. For $x \in \Sigma$, let $N_\Sigma(x)$ be the outward normal vector of $\Sigma$ at $x$. We consider the given energy problem of finding $\tau > 0$ and an absolutely continuous curve $x : [0, \tau] \to \mathbb{R}^{2n}$ such that

\[
\begin{align*}
\dot{x}(t) &= JN_\Sigma(x(t)), \quad x(t) \in \Sigma, \quad \forall t \in \mathbb{R}, \\
\quad x(\tau) &= x(0),
\end{align*}
\]

(4.3.10)

where $J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$ is the standard symplectic matrix on $\mathbb{R}^{2n}$ with $I_n$ being the identity matrix in $\mathbb{R}^n$. We call any such curve $x$ solving the above problem with minimal period $\tau > 0$ the closed characteristic on $\Sigma$. Any two closed characteristics $x_1$ and $x_2$ on $\Sigma$ are geometrically distinct if $x_1(\mathbb{R}) \neq x_2(\mathbb{R})$. Let $\mathcal{J}(\Sigma)$ be the set of all closed characteristics on $\Sigma$, $[(x, \tau)]$ be the set of all closed characteristics on $\Sigma$ which are geometrically the same as $(x, \tau)$, and $\tilde{\mathcal{J}}(\Sigma)$ be the set of all geometrically distinct ones on $\Sigma$. For any $C^2$ function $H : \mathbb{R}^{2n} \to \mathbb{R}$ satisfying $H^{-1}(1) = \Sigma$ with $\nabla H(x) \neq 0$ for all $x \in \Sigma$, we can turn the problem (4.3.10) into the following nonlinear Hamiltonian system with fixed energy

\[
\begin{align*}
\dot{x}(t) &= J \nabla H(x(t)), \\
H(x(t)) &= 1, \\
x(\tau) &= x(0),
\end{align*}
\]

(4.3.11)

For a periodic solution $x$ with period $\tau > 0$ of any Hamiltonian system, we linearized the Hamiltonian system at $x$, and get a linear Hamiltonian system

\[
\dot{z}(t) = JB(t)z(t), \quad B(t) \text{ is symmetric for all } t \in [0, \tau].
\]

(4.3.12)

Suppose $\gamma_x(t)$ is the fundamental solution of the linear Hamiltonian system (4.3.12), i.e., $\gamma_x(t)$ solves the equation (4.3.12) with $\gamma_x(0) = I_{2n}$. It is well known that $\gamma_x(t)$ is a symplectic matrix for all $t \in \mathbb{R}$. We call the eigenvalues of matrix $\gamma_x(\tau)$ the Floquet multipliers of $(x, \tau)$. If all Floquet multipliers of $(x, \tau)$ lie on the unit circle $U = \{z \in \mathbb{C} \mid |z| = 1\}$, we say that the closed characteristic $(x, \tau)$ is elliptic. If no Floquet multiplier lies on the unit circle except 1, and the algebraic multiplicity of 1 $\in \sigma(\gamma_x(\tau))$
is 2, we say that the closed characteristic \((x, \tau)\) is hyperbolic, otherwise, \((x, \tau)\) is non-hyperbolic. About the multiplicity of closed characteristics on a convex hypersurface, we introduce the following surprised results. We denote by \(\mathcal{J}(\Sigma)\) the number of geometrical distinct closed characteristics lying on \(\Sigma\).

**Theorem 4.3.5.** ([44]) For any convex \(C^2\) hypersurface \(\Sigma\) in \(\mathbb{R}^{2n}\), there holds

\[
\mathcal{J}(\Sigma) \geq \lceil n/2 \rceil + 1.
\]

Furthermore, if \(\mathcal{J}(\Sigma) < \infty\), there exists at least one elliptic closed characteristic.

**Theorem 4.3.6.** ([35]) For any centrical symmetric convex \(C^2\) hypersurface \(\Sigma\) in \(\mathbb{R}^{2n}\), there holds

\[
\mathcal{J}(\Sigma) \geq n.
\]

For a star-shaped hypersurface, we introduce the following results.

**Theorem 4.3.7.** ([33]) For a star-shaped hypersurface \(\Sigma\) in \(\mathbb{R}^{2n}\), either there exist infinitely many closed characteristics, or there exists at least one non-hyperbolic closed characteristic, provided every closed characteristic on \(\Sigma\) possesses its Maslov-type mean index greater than 2 when \(n\) is odd, and greater than 1 when \(n\) is even.

**Theorem 4.3.8.** ([21]) A non-degenerate hypersurface \(\Sigma\) in \(\mathbb{R}^{2n}\) possesses at least two geometrically distinct closed characteristics for \(n \geq 2\). Moreover, for \(n = 2\), such a hypersurface \(\Sigma\) either possesses infinitely many closed characteristics, or possesses at least two geometrically distinct elliptic closed characteristics.

Here we mean that a hypersurface \(\Sigma\) is non-degenerate if all closed characteristics and their iterations are non-degenerate. We mention that in [19] and [20] the results in Theorem 4.3.7 and Theorem 4.3.8 have been extended to a somewhat more general cases.
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