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Abstract

We study the Green’s function for the linearized Boltzmann equation. For the short-time period, the Green’s function is dominated by the particle-like waves; and for large-time, by the fluid-like waves exhibiting the weak Huygens principle. The fluid-like waves are constructed by the spectral analysis and complex analytic techniques, making uses of the rotational symmetry of the equation in the space variables. The particle-like waves are constructed by a Picard iteration, making uses of the exchange of regularity in the microscopic velocity with the regularity in the space variables through a Mixture Lemma. We obtain the pointwise estimates in the space and time variables of the Green’s function through a long-short waves and particle-wave decompositions.

1. Introduction

Consider the Boltzmann equation for the hard sphere model

\[ f_t + \xi \cdot \nabla_x f = B(f, f), \quad (x, t, \xi) \in \mathbb{R}^3 \times \mathbb{R}^+ \times \mathbb{R}^3, \tag{1.1} \]
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We consider the perturbation of the Boltzmann solution around a Maxwellian M:
\[
\begin{align*}
  \begin{cases}
    f &= M + \sqrt{M}u, \\
    \partial_t u + \xi \cdot \nabla_x u &= L u + \Gamma(u).
  \end{cases}
\end{align*}
\]
(1.2)
The Maxwellian is global and, for simplicity, its mean velocity is assumed to be zero, and the Boltzmann constant, its density and temperature are assumed to be one:
\[
M \equiv e^{-\frac{|\xi|^2}{2}} \left(\frac{2}{2\pi}\right)^{3/2}.
\]
(1.3)

\(L\) is the linearized collision operator:
\[
L h \equiv \frac{2B(M, \sqrt{M}h)}{\sqrt{M}},
\]
(1.4)
and \(\Gamma\) is the nonlinear term
\[
\Gamma(h) \equiv \frac{B(\sqrt{M}h, \sqrt{M}h)}{\sqrt{M}}.
\]
(1.5)

The main goal of the present paper is to study the wave structure of the solutions of the Boltzmann equation, (1.1), or, equivalently, (1.2). We are interested in the precise, pointwise structure of the solutions around a Maxwellian state. There are particle-like, entropy, rotational, and Huygens waves. For the study of the basic structure of these waves, it suffices to consider the linearized Boltzmann equation
\[
\begin{align*}
  \begin{cases}
    \partial_t g + \xi \cdot \nabla_x g &= L g, \\
    g(x, 0, \xi) &= g_0(x, \xi),
  \end{cases}
\end{align*}
\]
and study its Green’s function:

\[
\begin{aligned}
\partial_t G + \xi \cdot \nabla_x G &= L G, \\
G(x, 0, \xi, \xi_0) &= \delta(x) \delta(\xi - \xi_0).
\end{aligned}
\] (1.6)

There are two main reasons for studying the Green’s function. The first is that the general solution can be expressed as the convolution of the initial data and the source with the Green’s function. In fact, one may solve (1.2) by this approach. The second reason is particular to Boltzmann equation, namely to study its particle-fluid dual property. In fact, Boltzmann equation occupies the middle ground between the interacting particles system and the continuum equations of fluid dynamics. It is well-known that the fluid dynamics equations can be derived from the Boltzmann equation through various limits of zero Knudsen number, see [15, 39] and references therein. On the other hand, the particle-like behavior of the Boltzmann equation allows for its description of phenomena such as the ghost effects and thermal creep that the fluid dynamics equations cannot, [31]. The Green’s function describes the dispersion and dissipation around a thermo-equilibrium state \( M \) of the particles that initially concentrate at the origin \( x = 0 \) with uniform microscopic velocity \( \xi_0 \). The short-time behavior is dominated by the particle-like waves. For large-time, the dissipative fluid-like behavior emerges. It is the transition from particle-like behavior to fluid-like behavior that the Green’s function describes. Thus we aim at the pointwise description of the Green’s function. With sufficient understanding of the Green’s function, it is possible to study the wave structure of solutions to the full Boltzmann equation.

The linearized collision operator \( L \) consists of a multiplicative operator \( \nu(\xi) \) and an integral operator \( K \), (2.1),

\[
Lg(\xi) = -\nu(\xi)g(\xi) + Kg(\xi).
\]

For the hard sphere model,

\[
\nu(\xi) \sim 1 + |\xi|.
\]

The integral operator \( K \) is compact and its kernel \( K(\xi, \xi_*) \) has singularity at \( \xi = \xi_* \), (2.1). The hyperbolic nature of the Boltzmann equation, the kernel
is written as the sum of $K(\xi, \xi^*) = K_0(\xi, \xi^*) + K_1(\xi, \xi^*)$, with $K_1$ the regular part without the singularity at $\xi = \xi^*$, and $K_0$ the hyperbolic part, (4.1). The particle-like waves are constructed based on the solution operators $S^t$ for the damped transport equation

$$h_t + \xi \cdot \nabla_x h + \nu(\xi) h = 0, \quad h(x, t, \xi) \equiv S^t h(x, 0, \xi)$$

and the operator $O_D^t$ for the truncated linearized Boltzmann equation:

$$j_t + \xi \cdot \nabla_x j + \nu(\xi) j = K_0 j, \quad j(x, t) \equiv O_D^t j_0(x).$$

A Picard iteration based on these two operators is designed to extract the particle-like waves. The remaining part of the solution is regular. These are explained in Section 4.

For the construction of fluid-like waves, we use the Fourier transform and concentrate on the low frequency, the long waves. The reason for this is that the fluid-like waves are the result of the equilibrating mechanism of the collisions. Since the Boltzmann equation is dissipative, as evidence of the H-Theorem, long waves survive and represent the large-time behavior of the solutions. By Fourier transform we have, symbolically, the expression of the Green’s function

$$G(x, t, \xi) \equiv \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{i x \cdot \eta + (-i \xi \cdot \eta + L)t} d\eta. \quad (1.7)$$

The analysis of long waves is done by studying the spectrum of $-i \xi \cdot \eta + L$ near origin, Section 5. There is a long tradition of the study of the spectrum and the relation of the Boltzmann equation and the Navier-Stokes equations for gas dynamics, [11, 20]. For our study of the wave structure in the later sections, we need to study the analyticity property of the point spectrum near origin. For this we start with the one space dimensional case and make essential uses of the rotational symmetry of the Boltzmann equation for the three dimensional case. This allows us to use the complex analytic techniques in the study of Huygens waves, Section 6, and contact and rotational waves, Section 7.

By simple scaling, one sees that, for Boltzmann solutions, the large-time behavior corresponds to the small Knudsen number. In the zero Knudsen number limit, the solutions of the Boltzmann equation would approach the
solutions of the Euler equations. Thus we briefly review the waves for the linearized Euler equations in gas dynamics in Section 3. The Huygens waves are the solutions of the linear wave equation for the density. Other waves correspond to momentum and entropy. The explicit expression of inviscid waves gives us the basic information from which we design the wave pairings on the level of the Boltzmann equation in Section 5. Such pairings are physically correct and therefore have the desired analyticity properties that are needed for the study of wave structure in Sections 6 and 7.

The Green’s function has been studied for planar waves, \( x \in \mathbb{R}^1 \), [27], and shown to have the dual particle-fluid property. The present paper is concerned with the three dimensional case, \( x \in \mathbb{R}^3 \), which has richer geometric features for the waves. On the other hand, it should be pointed out that nonlinearity plays a stronger role in the one-dimensional case. Thus in [27], the asymptotic state of the solutions contains the nonlinear kinetic Burgers waves. For three dimensional case, there is the stronger dispersion of waves and therefore the solutions to the full Boltzmann equation behave closer to the Green’s function than in the one dimensional case. For brevity, we will not study the full Boltzmann equation in the present paper.

The particle-like waves are constructed along the same line as [27] with the help of the Mixture Lemma straightforwardly generalized here. However, the particle-like waves for the three dimensional waves contain \( \delta \)-waves of lower dimensions, Section 9. The analyticity properties that are needed for the study of the fluid-like waves here are analytically and geometrically more intricate and interesting than for the one-dimensional case. We expect our general techniques in Section 5 to be applicable to other systems endowed with the natural rotational symmetry as the Boltzmann equation.

With the particle-like waves and fluid-like waves constructed, the remaining term is regular and small time-asymptotically. This allows us to apply the calculus and use the weighted energy method for the complete study of wave structure, first for rough initial values at Section 8 and then for the Green’s function at Section 9.

There is the macro-micro decomposition, [28] that decompose a function \( u = u(\xi) \) into macro, fluid part \( P_0 u \) and micro, non-fluid part \( P_1 u \). The projection \( P_0 u \) maps into the kernel space \( \{ \sqrt{M}, \xi^1 \sqrt{M}, \xi^2 \sqrt{M}, \xi^3 \sqrt{M}, |\xi|^2 \sqrt{M} \} \) of the linearized collision operator \( L \). The fluid part \( P_0 u \) is further decomposed here into isotropic part \( P_{0iso} u \), projection into \( \{ \sqrt{M}, |\xi|^2 \sqrt{M} \} \)
and the momentum part $P_0^m$, projection into $\{\xi^1 \sqrt{M}, \xi^2 \sqrt{M}, \xi^3 \sqrt{M}\}$, (2.6). For the underlying Maxwellian state, (1.3), the one-dimensional fluid waves have speed $\lambda_1 = -c$, $\lambda_2 = 0$, $\lambda_3 = c$, where $c = \sqrt{5}/3$ is the sound speed for the monoatomic gases that the Boltzmann equation models, Section 3. The Boltzmann equation is dissipative as the result of the H-Theorem. Thus it is related to the Navier-Stokes equations in gas dynamics. The dissipation parameters $A_i$, $i = 1, \ldots, 5$ for the Boltzmann equation are related to the viscosities $\mu$, $\mu'$ and heat conductivity $\kappa$ for the Navier-Stokes equations as follows:

\[
\begin{align*}
A_2 &= \frac{1}{3}(P_1 \xi^1 |\xi|^2 \sqrt{M}, (-L)^{-1}P_1 \xi^1 |\xi|^2 \sqrt{M}) \equiv \kappa, \\
A_4 &= A_5 = (P_1 \xi^1 \xi^2 \sqrt{M}, (-L)^{-1}P_1 \xi^1 \xi^2 \sqrt{M}) \equiv \mu, \\
\frac{5}{2}(P_1 \xi^1 \xi^2 \sqrt{M}, (-L)^{-1}P_1 \xi^1 \xi^2 \sqrt{M}) \equiv \mu', \\
A_1 &= A_3 = \kappa + \mu'.
\end{align*}
\]

In our main results below, we see that the macroscopic part and microscopic part have different behavior.

**Theorem 1.1.** (Main Theorem I) The Green’s function $G(x, t)$ as an $L^2_\xi$ operator-valued function satisfies, for some constant $C > 0$,

\[
\|G(x, t)\|_{L^2_\xi} \leq C \left( \frac{e^{-\frac{|x|^2}{C(1+t)^3/2}}}{(1+t)^{3/2}} + \frac{e^{-\frac{(|x| - ct)^2}{C(1+t)^2}}}{(1+t)^2} + e^{-\frac{(|x| + t)/C}{}} \right)
\]

\[
+ C\left\{ \begin{cases} 
\frac{1}{(1+t)(\sqrt{1+t} + |x|)} & \text{for } |x| \leq ct + \sqrt{1+t}, \\
0 & \text{for } |x| \geq ct + \sqrt{t},
\end{cases} \right. 
\]  

(1.8)

\[
\|P_0 \rightiso G(x, t)\|_{L^2_\xi} \leq C \left( \frac{e^{-\frac{|x|^2}{C(1+t)^3/2}}}{(1+t)^{3/2}} + \frac{e^{-\frac{(|x| - ct)^2}{C(1+t)^2}}}{(1+t)^2} + e^{-\frac{(|x| + t)/C}{}} \right), \quad (1.9)
\]

\[
\|G(x, t)P_1\|_{L^2_\xi} \leq C \left( \frac{e^{-\frac{|x|^2}{C(1+t)^3/2}}}{(1+t)^{3/2}} + \frac{e^{-\frac{(|x| - ct)^2}{C(1+t)^2}}}{(1+t)^2} + e^{-\frac{(|x| + t)/C}{}} \right), \quad (1.10)
\]

\[
\|P_1 G(x, t)P_1\|_{L^2_\xi} \leq C \left( \frac{e^{-\frac{|x|^2}{C(1+t)^5/2}}}{(1+t)^{5/2}} + \frac{e^{-\frac{(|x| - ct)^2}{C(1+t)^2}}}{(1+t)^2} + e^{-\frac{(|x| + t)/C}{}} \right). \quad (1.11)
\]
In fact, it is possible to describe the leading particle-like and fluid waves as in the next theorem. We will use the notation \( \alpha(\xi)\sqrt{M} \otimes \langle \beta(\xi)\sqrt{M} \rangle \) to denote the projection operator of mapping a given function \( g = g(\xi) \) into:

\[
\alpha\sqrt{M} \otimes \langle \beta\sqrt{M} \rangle g(\xi) = \alpha(\xi)\sqrt{M}(\xi) \int_{\mathbb{R}^3} \beta(\xi_*)\sqrt{M}(\xi_*)g(\xi_*)d\xi_*.
\]

**Theorem 1.2.** (Main Theorem II) The Green's function \( G(x,t;\xi,\xi_0) \) can be written as the sum:

\[
G(x,t;\xi,\xi_0) = [h_0 + h_1 + h_2 + G_1^0 + G_2^0 + G_3^0 + G_4^0 + G_5^0 + \bar{G}](x,t;\xi,\xi_0). \tag{1.12}
\]

Here the particle-like waves are given as:

\[
\begin{align*}
h_0(x,t,\xi) &= e^{-\nu(\xi) t}\delta(x - \xi_0 t)\delta(\xi - \xi_0), \\
h_1(x,t,\xi) &= \int_0^t K(\xi,\xi_0)e^{-\nu(\xi)(t-s)-\nu(\xi_0)s}\delta(x - (t-s)\xi - s\xi_0)ds, \\
h_2(x,t,\xi) &= \int_0^t \int_{\mathbb{R}^3} \int_0^{s_1} e^{-\nu(\xi)(t-s_1)-\nu(\xi_1)(s_1-s)-\nu(\xi_0)s}K(\xi,\xi_1)K(\xi_1,\xi_0) \\
& \quad \times \delta(x - (t-s_1)\xi - (s_1-s)\xi_1 - s\xi_0)dsd\xi_1ds_1. \tag{1.13}
\end{align*}
\]

The leading fluid waves are:

\[
\begin{align*}
G_1^0 + G_3^0 &= \frac{ct}{4\pi} \int_{|y|=1} H_1(x + cty)dS_y + \frac{1}{4\pi} \int_{|y|=1} H_2(x + cty)dS_y \\
& \quad + \frac{ct}{4\pi} \int_{|y|=1} \nabla H_2(x + cty) \cdot ydS_y,
\end{align*}
\]

Huygens waves,

\[
G_2^0 = \frac{1}{6}(4\pi A_2 t)^{-3/2}e^{-\frac{|x|^2}{4A_2 t}}|\xi|^2\sqrt{M} \otimes \langle |\xi|^2\sqrt{M} \rangle, \text{ entropy waves},
\]

\[
G_4^0 + G_5^0 = (4\pi A_4 t)^{-3/2}e^{-\frac{|x|^2}{4A_4 t}}\sum_{j=1}^{3} \xi_j \sqrt{M} \otimes \langle \xi_j \sqrt{M} \rangle \\
- \sum_{j,k=1}^{3} \left[ \int_0^t A_4(4\pi A_4 \tau)^{-3/2}e^{-\frac{|x|^2}{4A_4 \tau}}d\tau \right]_{x_j x_k} \xi_j \sqrt{M} \otimes \langle \xi_k \sqrt{M} \rangle, \text{ rotational waves.} \tag{1.14}
\]
Here

\[
H_1 = \frac{\sqrt{10}}{6} \sum_{j=1}^{3} ((4\pi A_1 t)^{-3/2} e^{-\frac{|x|^2}{4A_1 t}}) x_j
\]

\[\times \left( \xi^j \sqrt{M} \otimes \left| \xi^2 \right| \sqrt{M} + |\xi|^2 \sqrt{M} \otimes \left( \xi^j \sqrt{M} \right), \right)\]

\[
H_2 = 5A_1 \sum_{j,k=1}^{3} \left( \int_0^t (4\pi A_1 \tau)^{-3/2} e^{-\frac{|x|^2}{4A_1 \tau}} d\tau \right) x_j x_k
\]

\[\times \xi^j \sqrt{M} \otimes \left( \xi^k \sqrt{M} \right) + \frac{1}{18} (4\pi A_1 t)^{-3/2} e^{-\frac{|x|^2}{4A_1 t}} |\xi|^2 \sqrt{M} \otimes \left| \xi^2 \right| \sqrt{M}. \]

The particle-like waves \( h_0 \) and \( h_1 \) are generalized functions and \( h_2 \) is a regular function. The remaining term is continuous and decays faster than the fluid waves:

\[
\left[ \int_{\mathbb{R}^3} |\mathcal{G}(x,t;\xi,\xi_0)|^2 d\xi \right]^{1/2} \leq C(t+1)^{-1/2} \left( e^{-\frac{|x|^2}{c(1+t)^3/2}} + e^{-\frac{(|x|+ct)^2}{c(1+t)^2}} + e^{-|x|/C} \right).
\]

\[
+C \begin{cases} 
\frac{1}{(1+t)(\sqrt{1+t} + |x|)} & \text{for } |x| \leq ct + \sqrt{1+t}, \\
0 & \text{for } |x| \geq ct + \sqrt{t},
\end{cases} \quad (1.15)
\]

**Remark 1.3.** The particle-like waves, as an operator in \( L_\xi^2 \) decay exponentially in \(|x|\) and \(t\), Section 9. From Theorem 3.1, Lemma 3.2 and Lemma 3.3, the leading fluid waves have the same decay properties as stated in Main Theorem I. Thus, Main Theorem II is a more precise description of waves than Main Theorem I. We will, however, prove Main Theorem I first in Section 9 and present the leading fluid waves in Section 10.

There are two general types of existence theory for the Boltzmann equation: For existence theory of smooth solution based on energy method, see [16, 24, 30, 33, 34, 36] For existence of weak solution using upper-lower solutions approach, see [1, 18] and renormalized weak solutions see [10], and also [38].

The study of pointwise estimates of nonlinear waves for general dissipative system is an interesting subject because it offers explicit expression of the coupling of nonlinear waves. For viscous conservation laws, it is initiated by [21]. The study of Green’s function for viscous conservation laws was
done first by [40] and later in [17, 22, 23]. For the study of dissipative finite differences, see [25, 26]. Although there are the common features between our present study for the Boltzmann equation and other dissipative partial differential equations, there is also the major differences, chiefly because the Boltzmann equation is, essentially, differential equations of infinite dimensions. This accounts for the rich wave structure and demands the elaborate combinations of analytical and physical considerations of long-short waves, particle-wave, and short-long times decompositions. For the study of Green’s function for stationary Boltzmann equation, see [8].

The pointwise study of the Green’s function is the basic and necessary starting point for more general quantitative analysis of the Boltzmann equation. Such an analysis is needed for the physical understanding of the crucial initial, shock, and particularly the boundary layer behavior of the solutions of the Boltzmann equation. It would be very interesting and important to study the Green’s function for the Boltzmann equation with the boundary effects, c.f. [31, 32]. Such a study would rely on the knowledge of the Green’s function for the initial value problem. This and other issues, however, are left to the future.

2. Preliminaries

The contents in this section are mostly standard and can be found in or easily derived from [7].

For a hard sphere model, the collision operator $L$ can expressed explicitly, [14]:

\[
\begin{align*}
Lg(\xi) &= -\nu(\xi)g(\xi) + Kg(\xi), \\
Kg(\xi) &\equiv \int_{\mathbb{R}^3} K(\xi, \xi_*) g(\xi_*) \, d\xi_*, \\
K(\xi, \xi_*) &\equiv \frac{2}{\sqrt{2\pi}|\xi - \xi_*|} \exp \left( - \frac{(|\xi|^2 - |\xi_*|^2)^2}{8|\xi - \xi_*|^2} - \frac{|\xi - \xi_*|^2}{8}\right) - \frac{1}{2} \exp \left( - \frac{(|\xi|^2 + |\xi_*|^2)^2}{4}\right), \\
\nu(\xi) &\equiv \frac{1}{\sqrt{2\pi}} \left( 2e^{-\frac{|\xi|^2}{2}} + 2\left( |\xi| + \frac{1}{|\xi|} \right) \int_0^{|\xi|} e^{-\frac{u^2}{2}} \, du \right), \\
\nu(\xi) &\sim 1 + |\xi|.
\end{align*}
\]
Consider the space $L^2_\xi$ with inner product

$$(g, h) \equiv \int_{\mathbb{R}^3} g(\xi)h(\xi)d\xi.$$ 

The weighted norm space $L^\infty_{\xi, \beta}$, also in the $\xi$ variables, is

$$\|g(x, t)\|_{L^\infty_{\xi, \beta}} \equiv \sup_{\xi \in \mathbb{R}^3} (1 + |\xi|)^\beta |g(x, t, \xi)|. \quad (2.2)$$

We will also need the Sobolev spaces:

$$\|f\|_{H^j_\xi(L^2_\xi)} \equiv \left( \sum_{|\alpha| \leq j} \int_{\mathbb{R}^3} (\partial^\alpha_x f, \partial^\alpha_x f) dx \right)^{\frac{1}{2}} \quad (2.3)$$

**Lemma 2.1.** The operator $K$ is a compact operator and $K_\xi$ and $K_{\xi_*}$ are bounded operators in $L^2_\xi$, where

$$\begin{cases} 
K_\xi g(\xi) &\equiv \int_{\mathbb{R}^3} K_\xi(\xi, \xi_*)g(\xi_*) d\xi_*, \\
K_{\xi_*} g(\xi) &\equiv \int_{\mathbb{R}^3} K_{\xi_*}(\xi, \xi_*)g(\xi_*) d\xi_.
\end{cases}$$

The boundedness properties are due to that both $K_\xi(\xi, \xi_*)$ and $K_{\xi_*}(\xi, \xi_*)$ are integrable in $\xi_*$ variable.

**Lemma 2.2.** For any $\beta \geq 0$ there exist positive constants $C(\beta)$ and $C_1$ such that

$$\begin{cases} 
\|Kj\|_{L^\infty_{\xi, \beta+1}} &\leq C(\beta)\|j\|_{L^\infty_{\xi, \beta}}, \\
\|Kj\|_{L^\infty_{\xi, 0}} &\leq C_1\|j\|_{L^2_\xi}.
\end{cases}$$

**Lemma 2.3.** For any $\beta \geq 1$ there exists a positive constant $C(\beta)$ such that the nonlinear term $\Gamma(g)$, (1.5), satisfies

$$\|\Gamma(g)\|_{L^\infty_{\xi, \beta-1}} \leq C(\beta)\|g\|_{L^\infty_{\xi, \beta}}^2.$$
The kernel of \( L \) is spanned by the orthogonal basis:

\[
\mathcal{B} \equiv \{ \chi_0, \chi_1, \chi_2, \chi_3, \chi_4 \},
\]

\[
\ker(L) \equiv \text{span}(\mathcal{B}),
\]

\[
\begin{cases}
\chi_0 \equiv \sqrt{M} \\
\chi_i \equiv \xi^i \sqrt{M} \quad \text{for } i = 1, 2, 3, \\
\chi_4 \equiv \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{M}.
\end{cases}
\]

\[
(\chi_i, \chi_j) = \delta^j_i.
\]

\[ (\chi_i, \chi_j) = \delta^j_i. \]

\[ L \] is negative definite on \( \ker(L)^\perp \equiv \{ g \in L^2_\xi | (g, \chi_j) = 0, j = 0, 1, \ldots, 4 \} \).

**Lemma 2.4.** ([5]) The operator \( L \) is symmetric and non-positive definite:

\[
(Lg, h) = (g, Lh), \quad (Lg, g) \leq 0
\]

Moreover, there exists \( \nu_0 > 0 \) such that

\[
(g, g) \leq -\nu_0 (g, Lg) \quad \text{for any } g \in ker(L)^\perp.
\]

From the expression (1.7) of the Green's function, there is a need to generalize the above to the consideration of the eigenvalues \( \lambda \) of the operator \(-i\eta \cdot \xi + L\) in functional space \( L^2_\xi \) for each given fixed \( \eta \in \mathbb{R}^3 \):

\[
(-i\eta \cdot \xi + L)\psi = \lambda \psi, \quad (\lambda, \psi) \in \mathbb{C} \times L^2_\xi.
\]

\[ \sigma(\eta) \equiv \{ \lambda \in \mathbb{C} \mid \text{there exists non-trivial } e \in L^2_\xi \text{ such that } (-i\eta \cdot \xi + L)e = \lambda e \}. \]

From Lemma 2.4, \( \sigma(0) \) consists of zero of multiplicity five. The following lemma, [11], says that around the imaginary axis the spectrum consists of only the curves bifurcating from the origin.

**Lemma 2.5.** ([11])

1. \( \sigma(\eta) \subset \{ z \in \mathbb{C} | Re(z) \leq 0 \} \).
2. There exist \( \kappa_0 > 0 \) and \( \kappa_1 > 0 \) such that for \( |\eta| > \kappa_0 \)

\[
\sigma(\eta) \subset \{ z \in \mathbb{C} | Re(z) \leq -\kappa_1 \};
\]
and for $|\eta| \leq \kappa_0$, in the region \{\(z \in \mathbb{C}|0 \geq \text{Re}(z) \geq -\kappa_1\}\}, the set $\sigma(\eta)$ consists of five smooth curves $\sigma_1(|\eta|)$, $\sigma_2(|\eta|)$, $\sigma_3(|\eta|)$, $\sigma_4(|\eta|)$, $\sigma_5(|\eta|)$ through the origin.

We will study the fluid-like waves, which are the long, low frequency waves. For this, we make the following long wave-short wave decomposition of the Green’s function:

$$
\left\{
\begin{align*}
G^t_L g(x) &\equiv \int_{\mathbb{R}^3} G_L(x-y,t)g(y)dy, \\
G^t_S g(x) &\equiv \int_{\mathbb{R}^3} G_S(x-y,t)g(y)dy, \\
G_L(x,t) &\equiv \frac{1}{(2\pi)^3} \int_{|\eta|<\kappa_0/2} e^{ix \cdot \eta - (-i\xi \cdot \eta + L)t} d\eta, \\
G_S(x,t) &\equiv \frac{1}{(2\pi)^3} \int_{|\eta|\geq\kappa_0/2} e^{ix \cdot \eta - (-i\xi \cdot \eta + L)t} d\eta.
\end{align*}
\right.
$$

The solution $h(x,t)$ of linearized Boltzmann equation can be represented by

$$
\begin{align*}
\hat{h}(\eta,0) &
\quad \equiv \int_{|\eta|<\kappa_0/2} e^{ix \cdot \eta + (-i\xi \cdot \eta + L)t} \hat{h}(\eta,0) d\eta \\
&\quad + \int_{|\eta|\geq\kappa_0/2} e^{ix \cdot \eta + (-i\xi \cdot \eta + L)t} \hat{h}(\eta,0) d\eta \\
\end{align*}
$$

From the spectral property of Lemma 2.5 one has the following:

**Lemma 2.6.** The exists $\nu_1 > 0$, $C > 0$, and $C_j$ such that

$$
\left\{
\begin{align*}
\| (G^t_L + G^t_S)h \|_{L^2_\xi(L^2_\xi)} &\leq C \| h \|_{L^2_\xi(L^2_\xi)}, \\
\| G_L h \|_{H^2_\xi(L^2_\xi)} &\leq C_j \| h \|_{L^2_\xi(L^2_\xi)}, \\
\| G^t_S h \|_{L^2_\xi(L^2_\xi)} &\leq C e^{-\nu_1 t} \| h \|_{L^2_\xi(L^2_\xi)}.
\end{align*}
\right.
$$

where $\| \cdot \|_{H^2_\xi(L^2_\xi)}$ is given in (2.3).

A macro-micro decomposition $(P_0, P_1)$ on $L^2_\xi$ was introduced in [28].
kernel of the operator $L$ is the fluid, macro part, which is now further separated into the isotropic pressure and entropy waves, $P_0^{iso}$, and the momentum waves, $P_0^m$:

\[
\begin{align*}
\mathbf{g} &\equiv P_0\mathbf{g} + P_1\mathbf{g}, \quad \text{(macro-micro decomposition)} \\
P_1\mathbf{g} &\equiv \mathbf{g} - P_0\mathbf{g}, \quad \text{(micro components)} \\
P_0\mathbf{g} &\equiv P_0^{iso}\mathbf{g} + P_0^m\mathbf{g}, \quad \text{(isotropic-non isotropic decomposition for macroscopic components)} \\
P_0^{iso}\mathbf{g} &\equiv (\chi_0, \mathbf{g})\chi_0 + (\chi_4, \mathbf{g})\chi_4, \quad \text{(isotropic components)} \\
P_0^m\mathbf{g} &\equiv \sum_{j=1}^{3}(\chi_j, \mathbf{g})\chi_j, \quad \text{(momentum components)}
\end{align*}
\]

The orthogonal complement of the fluid, macro part in $L^2_\xi$ is called the non-fluid, micro part. From Lemma 2.4, the linear collision operator is negative on the non-fluid part.

3. Euler Waves

The linear convection $\xi \cdot \nabla_x$ has a matrix representation in the macroscopic component with respect to the basis $\mathcal{B}$ of (2.4):

\[
[P_0\xi \cdot \nabla_x P_0]_\mathcal{B} = \sum_{j=1}^{3}[P_0\xi^j P_0]_\mathcal{B} \partial_{x^j}.
\]

Due to the rotational symmetry, in our later analysis we only need the matrix representation of the one-dimensional $[P_0\xi^1 P_0]_\mathcal{B}$:

\[
[P_0\xi^1 P_0]_\mathcal{B} \equiv (\chi_i, \xi^1 \chi_j)_{5 \times 5} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & \sqrt{\frac{2}{3}} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & \frac{2}{3} & 0 & 0 & 0
\end{pmatrix}.
\]
This matrix can be diagonalized:

$$[P_0 \xi^1 P_0]_{28} = \begin{pmatrix} \sqrt{\frac{3}{2}} & -\sqrt{\frac{3}{2}} & \sqrt{\frac{3}{2}} & 0 & 0 \\ -\sqrt{\frac{3}{2}} & 0 & \sqrt{\frac{3}{2}} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} -c & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & c & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$

$$\times \begin{pmatrix} \sqrt{\frac{3}{2}} & -\sqrt{\frac{3}{2}} & \sqrt{\frac{3}{2}} & 0 & 0 \\ -\sqrt{\frac{3}{2}} & 0 & \sqrt{\frac{3}{2}} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 & 0 \end{pmatrix}^{-1},$$

where $c$ is the speed of the acoustic wave around the state $\rho = \theta = 1$ with velocity zero, (1.2), (1.3),

$$c = \sqrt{\frac{5}{3}}.$$

The eigenvectors of $P_0 \xi^1 P_0$ are:

$$\begin{align*}
E_1 &= \sqrt{\frac{3}{2}} \chi_0 - \sqrt{\frac{3}{2}} \chi_1 + \chi_4, \\
E_2 &= -\sqrt{\frac{3}{2}} \chi_0 + \chi_4, \\
E_3 &= \sqrt{\frac{3}{2}} \chi_0 + \sqrt{\frac{3}{2}} \chi_1 + \chi_4, \\
E_4 &= \chi_2, \\
E_5 &= \chi_3;
\end{align*}$$

$$\begin{align*}
P_0 \xi^1 E_1 &= -c E_1, \\
P_0 \xi^1 E_2 &= 0, \\
P_0 \xi^1 E_3 &= c E_3, \\
P_0 \xi^1 E_4 &= 0, \\
P_0 \xi^1 E_5 &= 0.
\end{align*}$$
Here, $E_1$ and $E_3$ are related to the vector components of sound waves propagating forwards and backwards; $E_2$ is related to the vector components of local fluid velocity; and both $E_4$ and $E_5$ are orthogonal to $x$-direction, which is the direction of wave propagation. These are the eigen modes for the linearized Euler equations, obtained from the linearized Boltzmann equation (1.6) by assuming that the solutions consist of only fluid part. We now derive the linearized Euler equations by assuming that a solution $h(x,t,\xi)$ of the linearized Boltzmann equation is of the form

$$h(x,t) = \sum_{j=0}^{4} h^j(x,t) \chi_j,$$

then substitute this into the conservation laws

$$\begin{align*}
(M^\frac{1}{2}, h_t + \xi \cdot \nabla_x h - Lh) &= 0, \\
(\xi^j M^\frac{1}{2}, h_t + \xi \cdot \nabla_x h - Lh) &= 0 \quad \text{for } j = 1, 2, 3, \\
(\frac{||\xi||^2}{2} M^\frac{1}{2}, h_t + \xi \cdot \nabla_x h - Lh) &= 0.
\end{align*}$$

(3.2)

By straightforward computations, the system (3.2) is the linearized Euler equations for the conservative quantities $\rho = (\sqrt{M}, h)$, $m = (\xi\sqrt{M}, h)$, $E = (\frac{||\xi||^2}{2}\sqrt{M}, h)$:

$$\begin{align*}
\rho_t + \nabla_x \cdot m &= 0, \\
m_t + \frac{2}{3} \nabla_x E &= 0, \\
E_t + \frac{5}{2} \nabla_x \cdot m &= 0.
\end{align*}$$

(3.3)

Here, in consistent with the Boltzmann equation, the above Euler equations are polytropic and for Mon-atomic gases. The eigenvalues and eigenvectors for the Euler flux have been given in (3.1). In the above form (3.3), we have

$$\rho_{tt} = -\nabla_x \cdot m_t = \nabla_x \cdot \left(\frac{2}{3} \nabla_x E\right),
$$

$$\left(\frac{5}{2} \rho - E\right)_t = 0.$$ 

(3.4)
This yields the wave equation:

$$\left( \partial^2_t - c^2 \Delta_x \right) \rho_t = 0, \quad \text{where} \quad c = \sqrt{\frac{5}{3}}. \quad (3.5)$$

The wave equation for $$\rho_t(x,t)$$ is solved by Kirchhoff’s formula. This yields the formulas for $$\rho(x,t)$$ and $$E(x,t)$$ in terms of the density $$\rho(x,t)$$ from (3.4):

$$\begin{cases}
\rho(x,t) = \rho(x,0) + \int_0^t \rho_t(x,s) ds, \\
E(x,t) = E(x,0) + \frac{5}{2} \int_0^t \rho_t(x,s) ds.
\end{cases} \quad (3.6)$$

This in turn yields, from (3.3), the momentum:

$$m(x,t) = m(x,0) + \frac{2}{3} \int_0^t \nabla_x E(x,s) ds. \quad (3.7)$$

The above procedure yields explicit solution formula for the linearized Euler solutions. For the much more complex Boltzmann equation, we will use the Fourier transformation. For this, we will now recast the above procedure for the Euler equations in the Fourier variables. The Fourier transform of the system (3.3) is

$$\begin{pmatrix}
\hat{\rho} \\
\hat{m} \\
\hat{E}
\end{pmatrix}_t + i \begin{pmatrix}
0 & \eta^t & 0 \\
0 & 0 & \frac{5}{2} \eta \\
0 & \frac{5}{2} \eta^t & 0
\end{pmatrix} \begin{pmatrix}
\hat{\rho} \\
\hat{m} \\
\hat{E}
\end{pmatrix} = 0.$$

One can represent the solution $$(\hat{\rho}, \hat{m}, \hat{E})$$ as follows:

$$\begin{pmatrix}
\hat{\rho}(\eta,t) \\
\hat{m}(\eta,t) \\
\hat{E}(\eta,t)
\end{pmatrix} = \begin{pmatrix}
1 & i \frac{\sin(c|\eta| t)}{|\eta|} \eta^t & \frac{2}{3 c^2} (-1 + \cos(c|\eta| t)) \\
0 & \frac{\cos(c|\eta| t)}{|\eta|^2} \eta \otimes \eta^t & \frac{2 i}{3 c} \frac{\sin(c|\eta| t)}{|\eta|} \\
0 & \frac{i 3 c \sin(c|\eta| t)}{2} \frac{1}{|\eta|} \eta^t & \cos(c|\eta| t)
\end{pmatrix} \begin{pmatrix}
\hat{\rho}(\eta,0) \\
\hat{m}(\eta,0) \\
\hat{E}(\eta,0)
\end{pmatrix}.$$

Here, the tensor product $$\eta \otimes \eta^t$$ represents a $$3 \times 3$$ sub-matrix $$(\eta^j \eta^k)_{jk}$$ for $$j, k = 1, 2, 3$$. Thus the solution operator involves the Riesz transform of a particular form. As the system is inviscid, Dirac-$$\delta$$ functions are involved also.

The resolution of the wave equation, the exhibition of Huygens principle, by the Kirchhoff method through the Fourier transform method is based on the following:
Theorem 3.1. (Kirchhoff) Let \( w(x, t) \) be a function given by its 3-D Fourier transformation:

\[
\begin{align*}
\hat{w} & = \frac{\sin(c|\eta| t)}{c|\eta|}, \\
\hat{w}_t & = \cos(c|\eta| t).
\end{align*}
\]

Then, for any functions \( g(x) \) and \( h(x) \) one has that

\[
w \ast g(x) = \frac{t}{4\pi} \iint_{|y|=1} g(x + cty) dS_y, \\
w_t \ast h(x) = \frac{1}{4\pi} \iint_{|y|=1} h(x + cty) dS_y + \frac{ct}{4\pi} \iint_{|y|=1} \nabla h(x + cty) \cdot y dS_y.
\]

To study the dissipation of the Huygens waves in the Boltzmann solutions, we will need the following viscous version.

Lemma 3.2. Let \( w(x, t) \) be the inverse Fourier transformation of \( \sin(c|\eta| t) \) given in Theorem 3.1. For any positive integer \( l \geq 0 \), one has that

\[
\begin{align*}
|w \ast e^{-\frac{|x|^2}{C(t+1)}}| & \leq O(1) \frac{e^{-\frac{(|x|-ct)^2}{2C(t+1)}}}{(t+1)^{\frac{l}{2}}}, \\
|w_t \ast e^{-\frac{|x|^2}{C(t+1)}}| & \leq O(1) \frac{e^{-\frac{(|x|-ct)^2}{2C(t+1)}}}{(t+1)^{\frac{l+1}{2}}}.\end{align*}
\]

Proof. By the Kirchhoff formula (3.8), we have

\[
J_1 \equiv w \ast e^{-\frac{|x|^2}{C(t+1)}} = a_0 t \iint_{|y|=1} e^{-\frac{|x-cty|^2}{C(t+1)}} dy.
\]

Now, we consider this integration in two cases.
Case 1. $||x| - ct| \leq O(1)\sqrt{1 + t}$.

$$J_1 = O(1)(t + 1) \int \int_{|y| = 1} e^{-O(1)|y|^2} \frac{1}{(t + 1)^{\frac{r}{2}}} \left( \frac{1}{\sqrt{1 + t}} \right)^2 = O(1) \frac{1}{(1 + t)^{\frac{r}{2}}}.$$ (3.12)

Case 2. $||x| - ct| \geq O(1)\sqrt{1 + t}$.

Since

$$\min_{|y| = 1} |x - cty| = ||x| - ct|,$$

we have

$$e^{-\frac{|x - cty|^2}{C(t+1)}} \leq e^{-\frac{|x - cty|^2}{2C(t+1)} - \frac{(|x| - ct)^2}{2C(t+1)}};$$ (3.13)

and

$$J_1 = (t + 1) \int \int_{|y| = 1} e^{-\frac{|x - cty|^2}{2C(t+1)} - \frac{|x - cty|^2}{2C(t+1)}} \frac{e^{-\frac{(|x| - ct)^2}{2C(t+1)}}}{(t + 1)^{\frac{r}{2}}} dy \\
\leq (t + 1)e^{-\frac{(|x| - ct)^2}{2C(t+1)}} \int \int_{|y| = 1} e^{-\frac{(|x| - ct)^2}{2C(t+1)}} \frac{e^{-\frac{(|x| - ct)^2}{2C(t+1)}}}{(t + 1)^{\frac{r}{2}}} dy \leq \frac{e^{-\frac{(|x| - ct)^2}{2C(t+1)}}}{(t + 1)^{\frac{r}{2}}}.$$ (3.14)

From (3.12) and (3.14) we conclude (3.10). (3.11) is shown similarly. □

In carrying out the viscous version of the procedure (3.6) and (3.7) we will need the following:

**Lemma 3.3.** For $|x| < ct$

$$\left| \int_{0}^{t} \left\{ \tau \int_{|y| = 1} e^{-\frac{|x - cty|^2}{C(t+1)}} dS_y \right\} d\tau \right| \leq \frac{C}{(1 + t)(|x| + \sqrt{t + 1})};$$

and for $|x| > ct$

$$\left| \int_{0}^{t} \left\{ \tau \int_{|y| = 1} e^{-\frac{|x - cty|^2}{C(t+1)}} dS_y \right\} d\tau \right| \leq \frac{Ce^{-\frac{(|x| - ct)^2}{2Ct}}}{(1 + t)^2}.$$
Proof. From (3.13), we have that
\[
\left| \int_0^t \left\{ \tau \int_{|y|=1} e^{-\frac{|x-\tau y|^2}{ct}} dS_y \right\} d\tau \right| \leq \left| \int_0^t \left\{ \tau \int_{|y|=1} \frac{e^{-\frac{|x-\tau y|^2}{2ct}} e^{-\frac{(|x|-\tau r)^2}{2ct}}}{(1+t)^{5/2}} dS_y \right\} d\tau \right|
\]
(3.15)

The proof of the lemma using (3.15) is separated into three cases.

Case 1. \(|x| \leq O(1)\sqrt{1+t}\).

\[
\left| \int_0^t \left\{ \tau \int_{|y|=1} e^{-\frac{|x-\tau y|^2}{ct}} dS_y \right\} d\tau \right| \leq \left| \left( \int_{\sqrt{1+t}}^t + \int_{\sqrt{1+t}}^t \right) \left\{ \tau \int_{|y|=1} \frac{e^{-\frac{|x-\tau y|^2}{2ct}} e^{-\frac{(|x|-\tau r)^2}{2ct}}}{(1+t)^{5/2}} dS_y \right\} d\tau \right|
\]
\[
\leq \int_{\sqrt{1+t}}^t \frac{\tau}{(1+t)^{5/2}} d\tau + O(1) \int_{\sqrt{1+t}}^t \frac{\tau}{(t+1)^{5/2}} \frac{te^{-\frac{(|x|-\tau r)^2}{2ct}}}{\tau^2} d\tau = O(1) \frac{(1+t)}{(1+t)^{3/2}}.
\]

Case 2. \(\sqrt{1+t} \leq |x| \leq ct + \sqrt{1+t}\).

\[
\left| \int_0^t \left\{ \tau \int_{|y|=1} e^{-\frac{|x-\tau y|^2}{ct}} dS_y \right\} d\tau \right| \leq \left| \left( \int_{\sqrt{1+t}}^t + \int_{\sqrt{1+t}}^t \right) \left\{ \tau \int_{|y|=1} \frac{e^{-\frac{|x-\tau y|^2}{2ct}} e^{-\frac{(|x|-\tau r)^2}{2ct}}}{(1+t)^{5/2}} dS_y \right\} d\tau \right|
\]
\[
\leq \int_{\sqrt{1+t}}^t \frac{\tau e^{-\frac{|x|-\tau r|^2}{2ct}}}{(1+t)^{5/2}} d\tau + O(1) \int_{\sqrt{1+t}}^t \frac{\tau}{(t+1)^{5/2}} \frac{te^{-\frac{(|x|-\tau r)^2}{2ct}}}{\tau^2} d\tau = O(1) \frac{(1+t)}{(1+t)|x|}.
\]
Case 3. $|x| \geq ct + \sqrt{1 + t}$.

$$
\left| \int_0^t \left\{ \tau \int_{|y|=1} e^{-\frac{|x-\tau y|^2}{c^2 t}} \frac{dS_y}{(1+t)^{3/2}} \right\} d\tau \right|
\leq \left| \left( \int_{\frac{t}{2}}^t + \int_{\frac{t}{2}}^t \right) \left\{ \tau \int_{|y|=1} e^{-\frac{|x-\tau y|^2}{c^2 t}} e^{-\frac{(|y|+c\tau)^2}{2c t}} dS_y \right\} d\tau \right|
\leq \int_{\frac{t}{2}}^t \tau e^{-\frac{(|x|+c\tau)^2}{2c t}} d\tau + O(1) \int_{\frac{t}{2}}^t \frac{\tau e^{-\frac{(|y|+c\tau)^2}{2c t}}}{(t+1)^{3/2}} d\tau
= O(1) e^{-\frac{(|x|+c\tau)^2}{2c t}} \frac{1}{(1+t)^2}.
$$

These complete the proof of the lemma. $$\square$$

**Lemma 3.4.** For any given positive integer $l, k \geq 3$, one has

$$
\iint_{\mathbb{R}^3} e^{-\frac{|x-y|^2}{c(t+1)}} e^{-\frac{|y|^2}{c(t+1)}} dy \leq O(1) \frac{e^{-\frac{|x|^2}{c(t+1)}}}{(t-s+1)^{l/2} (s+1)^{k/2} (t+1)^{3/2}}.
$$

This lemma is a simple consequence of semi-group property of heat kernel. We omit its proof.

4. Particle-like Waves

Boltzmann equation for hard spheres is basically semi-linear hyperbolic and thus the roughness of the initial data will propagate into the later time. To apply calculus, we need to extract waves of increasing regularity so that the remaining part is sufficiently smooth. This is done as follows: First, we extract an essential kinetic wave from the solution to the initial value problem for the linearized Boltzmann equation. Then we apply Picard’s iteration to yield particle-like waves with increasing regularities. The procedure is a slight generalization of that introduced in [27] for one space dimension. Rewrite the linearized Boltzmann equation as follows:

$$
\partial_t h + \xi \cdot \nabla_x h + \nu(\xi) h = (K_0 + K_1) h.
$$
The operator $K$ is decomposed into $K_0 \equiv K_{0,D}$ and $K_1 \equiv K_{1,D}$:

$$
\begin{cases}
K_i z(\xi) \equiv \int_{\mathbb{R}} K_i(\xi, \xi_*) z(\xi_*) \, d\xi_* \quad \text{for } i = 0, 1, \\
K_0(\xi, \xi_*) = \text{ch}_0 \left( \frac{|\xi - \xi_*|}{Dv_0} \right) K(\xi, \xi_*), \\
K_1(\xi, \xi_*) = \left( 1 - \text{ch}_0 \left( \frac{|\xi - \xi_*|}{Dv_0} \right) \right) K(\xi, \xi_*), \\
\text{ch}_0(r) \equiv 1 \text{ for } r \in [-1, 1], \\
\text{supp}(\text{ch}_0) \subset [-2, 2], \, \text{ch}_0 \in C^\infty_c(\mathbb{R}), \, \chi_0 \geq 0.
\end{cases}
$$

Here the cutoff parameter $D$ will be chosen to be small. The operator $K_1$ is a smoothing operator because it does not inherit the singular nature of the kernel $K(\xi, \xi_*)$ at $\xi = \xi_*$. 

**Lemma 4.1.** For any $h \in L^2_\xi$ and any given $i \geq 0$,

$$
\|\nabla^i_\xi K_1 h\|_{L^2_\xi} = O(1) \|h\|_{L^2_\xi}.
$$

**Proof.** From the definition of $K_1$ in (4.1),

$$
\frac{\partial^i_\xi K_1 h(\xi)}{\partial \xi} \equiv \int_{\mathbb{R}^3} h(\xi_*) \frac{\partial^i_\xi}{\partial \xi} \left( \left( 1 - \text{ch}_0 \left( \frac{|\xi - \xi_*|}{Dv_0} \right) \right) \right) K(\xi, \xi_*) \, d\xi_*.
$$

The function $K(\xi, \xi_*)$ is smooth for $|\xi - \xi_*| > Dv_0$. Thus, $((1 - \text{ch}_0(\frac{|\xi - \xi_*|}{Dv_0}))) K(\xi, \xi_*)$ is a globally smooth function. It is easy to see that for any $i \geq 0$ the function $\frac{\partial^i_\xi}{\partial \xi} ((1 - \text{ch}_0(\frac{|\xi - \xi_*|}{Dv_0}) K(\xi, \xi_*)) \in L^1_\xi$ and so defines a bounded operator from $L^2_\xi$ to $L^2_\xi$, and the lemma is proved.

**Definition 4.2.** Denote by $S^t$ and $\mathcal{O}^t_D$ the solution operators of the following two initial value problems:

$$
\begin{cases}
g_t + \xi \cdot \nabla_x g + \nu(\xi) g = 0, \\
g(x, 0) = g_0(x) \in L^\infty_{\xi, \beta} \text{ for } x \in \mathbb{R}^3, \\
g(x, t) \equiv S^t g_0(x), \\
j_t + \xi \cdot \nabla_x j + \nu(\xi) j = K_0 j, \\
j(x, 0) = j_0(x) \in L^\infty_{\xi, \beta} \text{ for } x \in \mathbb{R}^3, \\
j(x, t) \equiv \mathcal{O}^t_D j_0(x).
\end{cases}
$$
where $\beta > 5/2$ and $0 < D \ll 1$.

The function $O_D^t h_0(x)$ is called the “essential kinetic wave” of solution of the linear Boltzmann equation with initial value $h_0$.

**Lemma 4.3.** For any $\beta \geq 0$, there exists positive constants $C$ and $C_\beta$ such that the operator $S^t$ satisfies

\[
\begin{cases}
\|S^t\|_{L^\infty_x(L^\infty_\xi)} \leq C_\beta e^{-\nu_0 t}, \\
\|S^t\|_{L^2_x(L^2_\xi)} \leq C e^{-\nu_0 t}.
\end{cases}
\]

**Proof.** The first estimate is a direct consequence of the following solution formula of hyperbolic equation with damping.

\[S^t g_0(x, \xi) = e^{-\nu(\xi)t} g_0(x - \xi t, \xi). \quad (4.2)\]

The second estimate is proved by the energy method as in the proof of the next lemma. We omit the proof. $\square$

**Lemma 4.4.** There exist positive constants $C_0$ and $C_1$ such that for any $D \in (0, C_0)$ the operator $O_D^t$ satisfies

\[\|O_D^t\|_{L^2_x(L^2_\xi)} \leq C_1 e^{-\nu_0 t/2}.\]

**Proof.** First, we regard $O_D^t$ as an operator on $L^2_x(L^2_\xi)$, and consider the initial value problem

\[
\begin{cases}
j_t + \xi \cdot \nabla_x j + \nu(\xi) j - K_0 j = 0 \\
j(x, 0) \equiv g_0(x).
\end{cases}
\]

Consider the energy estimate

\[
\int_{\mathbb{R}^3} (j, j_t + \xi \cdot \nabla_x j + \nu(\xi) j - K_0 j) \, dx = 0.
\]

Since the $L^2_\xi$ norm of $|K_0|$ is $O(1)D$, this results in

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} (j, j) dx < (-\nu_0 + O(1)D) \int_{\mathbb{R}^3} (j, j) dx.
\]
Thus we may choose \( D \) sufficiently small so that \( -\nu_0 + O(1)D < 0 \). This implies that there exist positive constants \( C_1, C_0 \) such that, for \( D \in (0, C_0) \)
\[
\frac{d}{dt} \int_{\mathbb{R}^3} (j, j) dx \leq -\frac{\nu_0}{2} \int_{\mathbb{R}^3} (j, j) dx,
\]
whence the lemma follows:
\[
\|j\|_{L^2_x(L^2_{\xi})} \leq e^{-\nu_0 t/2} \|g_0\|_{L^2_x(L^2_{\xi})}.
\]
\[\square\]

This lemma results in the existence of the operator \( \mathcal{O}_D^t \) in the functional space \( L^2_x(L^2_{\xi}) \) and the global decaying rate in time. We next use the Picard’s iteration to analyze the operator \( \mathcal{O}_D^t \) in the sup norm.

**Lemma 4.5.** The operator \( \mathcal{O}_D^t \) is also a bounded operator on \( L^\infty_x(L^\infty_{\xi,\beta}) \) for any \( \beta \geq 0 \), that is, there exist positive constants \( C_0 \) and \( C_1 \) such that, for any \( D \in (0, C_0) \),
\[
\|\mathcal{O}_D^t g_0\|_{L^\infty_x(L^\infty_{\xi,\beta})} \leq C_1 e^{-\nu_0 t/2} \|g_0\|_{L^\infty_x(L^\infty_{\xi,\beta})}.
\]

**Proof.** From Lemma 2.2,
\[
\|K_0 h\|_{L^\infty_{\xi,\beta+1}} \leq C_\beta D \|h\|_{L^\infty_{\xi,\beta}} \quad \text{for} \quad \beta \geq 0.
\]

From this and Lemma 4.3,
\[
\left\| \int_0^t \cdots \int_0^{s_k} S^{t-s_1} k_{0} S^{s_1-s_2} k_{0} S^{s_2-s_3} k_{0} \cdots S^{s_k-s_{k+1}} k_{0} S^{s_{k+1}} ds_{k+1} \cdots ds_1 \right\|_{L^\infty_x(L^\infty_{\xi,\beta})}
\leq (C_\beta)^{k+1} D^{k+1} e^{-\nu_0 t/2}.
\]

Thus, Picard’s iteration gives a convergent geometric sequence in \( L^\infty_x(L^\infty_{\xi,\beta}) \) for sufficiently small \( D > 0 \):
\[
\mathcal{O}_D^t = S^t + \int_0^t S^{t-s_1} k_{0} S^{s_1} ds_1 + \int_0^t \int_0^{s_1} S^{t-s_1} k_{0} S^{s_1-s_2} k_{0} S^{s_2} ds_2 ds_1 + \cdots
\]
\[
+ \int_0^t \cdots \int_0^{s_k} S^{t-s_1} k_{0} S^{s_1-s_2} k_{0} S^{s_2-s_3} k_{0} \cdots S^{s_k-s_{k+1}} k_{0} S^{s_{k+1}} ds_{k+1} \cdots ds_1 + \cdots,
\]
(4.4)
and the lemma follows.

The following lemma yields the significant hyperbolic property of the operator $S^t$ and $O^t_D$. Note that the property $\nu(\xi) 1 + |\xi|$ for hard sphere model is crucially used in its proof.

**Lemma 4.6.** For any given $\beta \geq 0$, there exists sufficiently small $D > 0$ such that

$$\|S^t g_0(x)\|_{L^\infty_{\xi, \beta}} \leq O(1)e^{-\nu_0 t/3} \left[ \max_{|y-x| < t} \|g_0(y)\|_{L^\infty_{\xi, \beta}} + \max_{|y-x| > t} e^{-\nu_1 |y-x|/4} \|g_0(y)\|_{L^\infty_{\xi, \beta}} \right].$$  \hspace{1cm} \text{(4.5)}

$$\|O^t_D g_0(x)\|_{L^\infty_{\xi, \beta}} \leq O(1)e^{-\nu_0 t/3} \left[ \max_{|y-x| < t} \|g_0(y)\|_{L^\infty_{\xi, \beta}} + \max_{|y-x| > t} e^{-\nu_1 |y-x|/4} \|g_0(y)\|_{L^\infty_{\xi, \beta}} \right],$$  \hspace{1cm} \text{(4.6)}

where $\nu_1$ are relate to the function $\nu(\xi)$ given in (2.1), see (4.8) below; and $\nu_0$ is given in Lemma 2.4.

**Proof.** We use the representation (4.2) for $S^t$. For $|\xi| \leq 1$,

$$|S^t g_0(x, \xi)| \leq e^{-\nu(\xi)t}(1 + |\xi|)^{-\beta} \|g_0(x - \xi t, \cdot)\|_{L^\infty_{\xi, \beta}}$$

$$\leq e^{-2\nu_0 t/3}(1 + |\xi|)^{-\beta} \max_{|y-x| < t} \|g_0(y)\|_{L^\infty_{\xi, \beta}}. \hspace{1cm} \text{(4.7)}$$

For $|\xi| > 1$, we use the basic property of hard sphere collision model

$$\frac{1}{2} \nu(\xi) \sim \nu_1 |\xi| \text{ as } |\xi| \to \infty,$$  \hspace{1cm} \text{(4.8)}

$$\nu_1 |\xi| t \leq \nu(\xi)t \text{ for } \xi \in \mathbb{R}^3.$$  

Thus, for $|\xi| > 1$

$$|S^t g_0(x, \xi)| \leq e^{-\nu(\xi)t/3-2\nu_0 t/3}(1 + |\xi|)^{-\beta} \|g_0(x - \xi t, \cdot)\|_{L^\infty_{\xi, \beta}}$$

$$\leq e^{-\nu_1 |\xi|t/3-2\nu_0 t/3}(1 + |\xi|)^{-\beta} \|g_0(x - \xi t, \cdot)\|_{L^\infty_{\xi, \beta}}$$

$$\leq \max_{|y-x| > t} e^{-\nu_1 |y-x|/3-2\nu_0 t/3}(1 + |\xi|)^{-\beta} \|g_0(y)\|_{L^\infty_{\xi, \beta}}. \hspace{1cm} \text{(4.9)}$$

The estimate (4.5) follows from (4.7) and (4.9). From the construction of $O^t_D$ in Lemma 4.5, one can view $O^t_D$ as a small perturbation of $S^t$. From
We consider the derivative with respect to $x$ is proved by induction in $k$ parts: $C_k$ exists for $k = 1, 2, \ldots$ and (4.6) follows. □

Thus, the Picard’s iteration in (4.4) converges for sufficiently small $D > 0$ and (4.6) follows.

The iteration (4.4) gives rise to the operator of alternating the operations $K$ and $S$ that has increasing regularizing effects that we now study.

**Definition 4.7.** For any $g_0 \in L^2_x(L^2_\xi)$, $k$-th degree Mixture operator $M_k^t$ is given as follows:

$$M_k^t g_0 \equiv \int_0^t \int_0^{s_1} \cdots \int_0^{s_{2k-1}} S^{t-s_1} K S^{s_1-s_2} K S^{s_2-s_3} K \cdots S^{s_{2k-1}-s_k} K S^{s_k} g_0 ds_k \cdots ds_1.$$

**Lemma 4.8.** (Mixture Lemma) For each given $k \geq 0$, there exists positive constant $C_k$ such that

$$\|\nabla_x^k M_k^t g_0\|_{L^2_x(L^2_\xi)} \leq C_k e^{-\nu_0 t/2} \left( \|g_0\|_{L^2_x(L^2_\xi)} + \|\nabla_x^k g_0\|_{L^2_x(L^2_\xi)} \right).$$

**Proof.** This proof is a modification of the 1-D version given in [27] and is proved by induction in $k$. For the case $k = 1$, it is to show that there exists $C_1 > 0$ such that for any $g_0 \in L^2_x(L^2_\xi)$ the following inequality holds:

$$\left\| \nabla_x \int_0^t \int_0^{s_1} S^{t-s_1} K S^{s_1-s_2} K S^{s_2-s_3} K \cdots S^{s_{2k-1}-s_k} K S^{s_k} g_0 ds_k \cdots ds_1 \right\|_{L^2_x(L^2_\xi)} \leq C_1 e^{-\nu_0 t} \left( \|g_0\|_{L^2_x(L^2_\xi)} + \|\nabla_\xi g_0\|_{L^2_x(L^2_\xi)} \right).$$

We consider the derivative with respect to $x^1$ and decompose it into two parts:

$$\partial_{x^1} \int_0^t \left( \int_0^{s_{1/2}} + \int_{s_{1/2}}^{s_1} \right) S^{t-s_1} K S^{s_1-s_2} K S^{s_2-s_3} K \cdots S^{s_{2k-1}-s_k} K S^{s_k} g_0 ds_k \cdots ds_1 \equiv I_1 + I_2.$$
Here $I_1$ and $I_2$ represent "large time scale versus short time scale in a time scale $s_1 - s$". For large time scale, we use Fourier analysis; for short time scale, the direct characteristic method for PDE is used. Consider the Fourier transformation of $I_1$ with respect to $x^1$:

$$\frac{1}{\sqrt{(2\pi)^3}} \int_{\mathbb{R}^3} e^{-i\boldsymbol{x} \cdot \boldsymbol{\eta}} I_1(x, \xi) dx$$

$$= \mathcal{F} \left( \partial_{x^1} \int_0^t \int_0^{s_1/2} \mathbb{S}^{t-s_1} \mathbb{S}^{s_1-s} \mathbb{S}^0 dsds_1 \right) (\eta, \xi)$$

$$= i\eta^1 \int_0^t \int_{\mathbb{R}^3} \int_0^{s_1/2} \int_{\mathbb{R}^3} e^{-i[\eta \cdot \xi + \nu(\xi)](t-s_1) - [i\eta \cdot \xi_1 + \nu(\xi_1)](s_1-s) - [i\eta \cdot \xi_2 + \nu(\xi_2)]s}$$

$$K(\xi, \xi_1) K(\xi_1, \xi_2) \hat{g}_0(\eta, \xi_2) d\xi_2 dsd\xi_1 ds_1. \quad (4.11)$$

Substitute the identity

$$i\eta^1 e^{-i\xi_1 \cdot \eta(s_1-s)} = -\frac{1}{s_1-s} \partial_{\xi_1^1} e^{-i\xi_1 \cdot \eta(s_1-s)}$$

into (4.11) to result in

$$\frac{1}{\sqrt{(2\pi)^3}} \int_{\mathbb{R}^3} e^{-i\boldsymbol{x} \cdot \boldsymbol{\eta}} I_1(x, \xi) dx$$

$$= -\int_0^t \int_{\mathbb{R}^3} \int_0^{s_1/2} \int_{\mathbb{R}^3} e^{-i[\eta \cdot \xi + \nu(\xi)](t-s_1) - [i\eta \cdot \xi_1 + \nu(\xi_1)](s_1-s) - [i\eta \cdot \xi_2 + \nu(\xi_2)]s}$$

$$\times \frac{\partial \nu(\xi_1)}{\partial \xi_1^1} K(\xi, \xi_1) K(\xi_1, \xi_2) \hat{g}_0(\eta, \xi_2) d\xi_2 dsd\xi_1 ds_1$$

$$+ \int_0^t \int_{\mathbb{R}^3} \int_0^{s_1/2} \int_{\mathbb{R}^3} e^{-i[\eta \cdot \xi + \nu(\xi)](t-s_1) - [i\eta \cdot \xi_1 + \nu(\xi_1)](s_1-s) - [i\eta \cdot \xi_2 + \nu(\xi_2)]s}$$

$$\times \frac{1}{s_1-s} \partial(K(\xi, \xi_1) K(\xi_1, \xi_2)) \frac{\partial \nu(\xi_1)}{\partial \xi_1^1} \hat{g}_0(\eta, \xi_2) d\xi_2 dsd\xi_1 ds_1$$

$$= \hat{I}_1^1(\eta, t, \xi) + \hat{I}_1^2(\eta, t, \xi). \quad (4.12)$$

From Lemma 2.1 and (4.12), there exists $C$ such that

$$\| \hat{I}_1^2(\eta, t, \cdot) \|_{L_\xi^2} \leq C e^{-\nu_0 t} \| \hat{g}_0(\eta, \cdot) \|_{L_\xi^2} \text{ for all } \eta \in \mathbb{R}^3. \quad (4.13)$$

For $\hat{I}_1^1$, we have from the smoothness of $\nu(\xi)$, (2.1), that there exists a
positive constant $C$ such that
\[
\|\hat{I}_1^I(\eta,t,\cdot)\|_{L^2_\xi} \leq C e^{-\nu_0 t} \|\hat{g}_0(\eta,\cdot)\|_{L^2_\xi} \text{ for all } \eta \in \mathbb{R}^3. \quad (4.14)
\]
From (4.13), (4.14), and the Parseval's identity, there exists $C$ such that
\[
\|I_1(\cdot,t,\cdot)\|_{L^2_2(L^2_2)} \leq C e^{-\nu_0 t} \|g_0\|_{L^2_2(L^2_2)}.
\]

For the term $I_2$, we use characteristic curves to analyze as follows:
\[
I_2(x,t,\xi) = \int_0^t \int_{s_1/2}^{s_1} \int_{\mathbb{R}^3} e^{-\nu(\xi) (t-s_1)} e^{-\nu(\xi) (s_1-s)} e^{-\nu(\xi_3) s} K(\xi,\xi_1) K(\xi_1,\xi_2) \partial_{x^1} g_0(x - \xi (t - s_1) - \xi_1 (s_1 - s_2) - \xi_2 s_2, \xi_2) d\xi_2 d\xi_1 ds_2 ds_1.
\]
This is rewritten in a new set of variables $V_1$ and $V_2$:
\[
\begin{cases}
V_1 \equiv \xi - \xi_1, \\
V_2 \equiv \xi_1 - \xi_2,
\end{cases}
\]
\[
I_2(x,t,\xi) = \int_0^t \int_{s_1/2}^{s_1} \int_{\mathbb{R}^3} e^{-\nu(\xi) (t-s_1)} e^{-\nu(\xi) (s_1-s)} e^{-\nu(\xi_3) s} K(\xi,\xi_1) K(\xi_1,\xi_2) \partial_{V_1^1} g_0(x - \xi t + s_1 V_1 + s_2 V_2, \xi_2) \partial_{V_2^1} g_0;1(x - \xi t + s^1 V_1 + s^2 V_2, \xi_2) dV_2 dV_1 ds_2 ds_1.
\]
where
\[
f_{0;j}(x,\xi) \equiv \frac{\partial f_0(x,\xi)}{\partial \xi^j} \text{ where } j = 1, 2, 3.
\]
By integration by parts,
\[
I_2(x,t,\xi) = -\int_0^t \int_{s_1/2}^{s_1} \int_{\mathbb{R}^3} \frac{1}{s_2} e^{-\nu(\xi) (t-s_1)} e^{-\nu(\xi) (s_1-s)} e^{-\nu(\xi_3) s} K(\xi,\xi_1) K(\xi_1,\xi_2) \partial_{V_1^1} g_0(x - \xi t + s_1 V_1 + s_2 V_2, \xi_2) dV_2 dV_1 ds_2 ds_1. \quad (4.15)
\]
From the boundedness of the operator \((K(\xi, \xi_1)K(\xi_1, \xi_2))_{\mathcal{V}_2}\) we have

\[
\|I_2(\cdot, t, \cdot)\|_{L^2_2(\mathbb{R}^2)} \leq O(1)e^{-\nu_0 t}\left(\|g_0\|_{L^2_2(\mathbb{R}^2)} + \|\partial_{\xi_1} g_0\|_{L^2_2(\mathbb{R}^2)}\right).
\]

Hence, for \(i = 1\),

\[
\|\partial_{x_i} \int_0^t \int_0^{s_1} S^{t-s_1} K S^{s_1-s} K S_s g_0 ds ds_1 \|_{L^2_2(\mathbb{R}^2)} \leq O(1)e^{-\nu_0 t}\left(\|g_0\|_{L^2_2(\mathbb{R}^2)} + \|\nabla_{\xi} g_0\|_{L^2_2(\mathbb{R}^2)}\right). \tag{4.16}
\]

Similarly, (4.16) is also valid for \(i = 2, 3\) and the lemma is proved for \(k = 1\).

Next, suppose that the lemma holds for \(k = l\). We have

\[
\partial^{l+1}_{x_1} M^l_{t+1} = \partial^{l+1}_{x_1} \int_0^t \int_0^{t_1} S^{t-t_1} K S^{t_1-t_2} K M^l_{t_2} dt_2 dt_1
\]

\[
= \int_0^t \int_0^{t_1} \partial_{x_1} S^{t-t_1} K S^{t_1-t_2} K \partial^{l}_{x_1} M^l_{t} dt_2 dt_1.
\]

We may use the same proof for the case \(k = 1\) to yield

\[
\|\partial^{l+1}_{x_1} M^l_{t+1} g_0\|_{L^2_2(\mathbb{R}^2)} = O(1) \int_0^t e^{-\nu_0 (t-s)} \left(\|\partial^{l+1}_{x_1} M^l_{t} g_0\|_{L^2_2(\mathbb{R}^2)} + \|\partial_{\xi} \partial^{l}_{x_1} M^l_{t} g_0\|_{L^2_2(\mathbb{R}^2)}\right) ds.
\]

This and induction hypothesis will imply the lemma for \(k = l + 1\). \qed

**Remark 4.9.** Note that in the above proof, we need two operations of \(K\) to make the change of variables, (4.12) to work. In other words, to gain one degree of regularity we need two operations of \(K\). This accounts for the definition of the mixture operator. Note also that, as in the overall behavior of the Boltzmann solutions we have been discussing, the large-time part \(I_1\) describes long waves and is effectively studied by Fourier transform, c.f. Section 5. On the other hand, for the short-time part \(I_2\), it is the particle-like behavior and so characteristic method is used.

Consider the initial value problem for the linearized Boltzmann equation

\[
\begin{cases}
\partial_t g + \xi \cdot \nabla_x g = L g, \\
g(x, 0) = g_{in}(x).
\end{cases}
\]
Here, the initial value $g_{in}$ has compact support
\[
\begin{align*}
g_{in}(x) & \in L_x^2(\mathbb{R}_\xi^3), \\
\sup_{|x|<1} \|g_{in}(x)\|_{L_\xi^\infty} & \leq 1,
\end{align*}
\]
but with no assumption on its regularity.

First, we extract the essential kinetic wave from the solution as follows
\[
\bar{g} \equiv g - O^t g_{in}.
\]
The equation for $\bar{g}$ is
\[
\begin{align*}
\partial_t \bar{g} + \xi \cdot \nabla_x \bar{g} - L \bar{g} & = K_1 O^t g_{in}, \\
\bar{g}(x,0) & \equiv 0.
\end{align*}
\]

**Remark 4.10.** That we define the essential kinetic waves with the operator $O^t$ instead of the damped transport operator $S^t$ is so that the equation for the remainder $\bar{g}$, (4.17), has the source $K_1 O^t g_{in}$, which is smooth in the $\xi$ variables by Lemma 4.1. This allows us to carry the next step of constructing increasingly regular, in the $x$ variables, waves using the Mixture Lemma.

Next we define a finite Picard’s iteration to produce particle-like waves $A_k$:
\[
\begin{align*}
R_k(x,t) & \equiv \bar{g}(x,t) - A_k, \\
A_k & \equiv \int_0^t s^{t-s} K_1 O^s g_{in} ds + \int_0^t \int_0^s s^{t-s} K S^{s-s_1} K_1 O^s_1 g_{in} ds_1 ds \\
& \quad + \sum_{j=1}^{k} \left( \int_0^t s^{t-s} M_j^{t-s} K_1 O^s g_{in} ds + \int_0^t \int_0^s s^{t-s_1} K S^{s-s_1} K_1 O^s_1 g_{in} ds_1 ds \right), \\
B_k & \equiv \int_0^t \int_0^s s^{t-s} M_k^{t-s_1} K S^{s_1-s} K_1 O^s g_{in} ds_1 ds_1.
\end{align*}
\]

(4.18)
From Lemmas 4.4 and 4.5, 4.6 the kinetic waves $A_k(x, t)$ satisfy

$$
\begin{align*}
\|A_k\|_{L^\infty_t(L^2_\xi)} &\leq C_k e^{-\nu_0 t/2}, \\
\|A_k\|_{L^2_t(L^2_\xi)} &\leq O(1) e^{-\nu_0 t/2}.
\end{align*}
$$

(4.19)

and, by the Mixture Lemma and Lemma 4.1,

$$
\|\nabla^k_x B_k\|_{L^2_t(L^2_\xi)} \leq O(1) e^{-\nu_0 t/2}.
$$

(4.20)

The remainder $R_k$ solves

$$
\begin{align*}
\partial_t R_k + \xi \cdot \nabla_x R_k - LR_k &= KB_k, \\
R_k(x, 0) &\equiv 0.
\end{align*}
$$

(4.21)

Since $G^t$ is a bounded operator on $L^2_t(L^2_\xi)$, we have from (4.21) and (4.20) that the remainder is smooth, that is, there exists $C > 0$ such that

$$
\|\nabla^k_x R_k\|_{L^2_t(L^2_\xi)} \leq C \text{ for } t \geq 0.
$$

(4.22)

Thus we have the decomposition of the solution

$$
g = \bigotimes^t g_{in} + A_k + R_k,
$$

with the first and second terms decay exponentially and the third term smooth.

---

5. Discrete Spectrum near Origin

The Boltzmann equation is independent of any reference inertial coordinates. Thus, there exists a rotational symmetry for the velocity variables. In this section, we will make use of this basic property to reduce the spectral properties for three-dimensional operators from those for the one-dimensional operator, the planar wave case. In particular, we will study the analytic property of the spectral data. This is the first step in studying the long waves that will be carried out in the next two sections.
5.1. \textit{SO}(3) transformations

Define a \textit{SO}(3)-action on \( L_\xi^2 \) as follows

\[
\iota : (g, f) \in \textit{SO}(3) \times L_\xi^2 \longmapsto L_\xi^2,
\]

\[
\iota(g, f) \longmapsto gf,
\]

\[
gf(\xi) \equiv f(g\xi),
\]

where \( g\xi \) is the image of the linear isometric transformation, \( g : \xi \in \mathbb{R}^3 \longmapsto g\xi \in \mathbb{R}^3 \). Thus, each \( g \in \textit{SO}(3) \) defines an operator on \( L_\xi^2 \):

\[
g : f \in L_\xi^2 \longmapsto gf \in L_\xi^2.
\]

\textbf{Lemma 5.1.} The collision operator \( Q \) is invariant under the \textit{SO}(3) transformation:

\[
Qg = gQ \quad \text{for any } g \in \textit{SO}(3), \ i.e.
\]

\[
\begin{array}{c}
L_\xi^2 \xrightarrow{Q} L_\xi^2 \\
\downarrow \quad \quad \downarrow \quad \quad \downarrow \\
L_\xi^2 \xrightarrow{Q} L_\xi^2
\end{array}
\]

\textbf{Proof.} For any \( g \in \textit{SO}(3) \) and \( \Omega \in S^2 \),

\[
\begin{cases}
(g\xi)' = \frac{g\xi + g\xi_*}{2} - (g\Omega \cdot (g\xi - g\xi_*))g\Omega = g\left(\frac{\xi + \xi_*}{2} - (\Omega \cdot (\xi - \xi_*))\Omega\right) = g\xi', \\
(g\xi'_*)' = \frac{g\xi + g\xi_*}{2} + (g\Omega \cdot (g\xi - g\xi_*))g\Omega = g\left(\frac{\xi + \xi_*}{2} + (\Omega \cdot (\xi - \xi_*))\Omega\right) = g\xi'_*.
\end{cases}
\]

\[
(5.1)
\]

For any \( f \in L_\xi^2 \),

\[
gQ(f)(\xi) = Q(f)(g\xi) = \int_{\tilde{\xi}_* \in \mathbb{R}^3 \atop \tilde{\Omega} \in S^2} (-f(g\xi)f(\tilde{\xi}_*) + f((g\xi)'f(\tilde{\xi}_'))) C(g\xi - \tilde{\xi}_*, \tilde{\Omega})d\tilde{\Omega}d\tilde{\xi}_*.
\]

\[
(5.2)
\]
Let \( \bar{\Omega} = g\Omega \) and \( \bar{\Omega}^* = g\Omega^* \). Then, from (5.1) we have

\[
\begin{aligned}
(\bar{\Omega} \xi)' &= \bar{\Omega} \xi', \\
\bar{\Omega}^* \xi' &= g\Omega^* \xi'. \\
\end{aligned}
\]

From (5.2) and (5.3),

\[
gQ(f)(\xi) = Q(f)(g\xi) = \int_{(\xi - \xi^*, \Omega) > 0} \int_{\Omega \in S^2} C(\xi - \xi^*, \Omega) d\Omega d\xi^* \\
= Q(gf)(\xi). \quad \square
\]

**Corollary 5.2.** The linearized collision operator \( L \) is invariant under \( SO(3) \), i.e. for any \( g \in SO(3) \)

\[
gL = Lg.
\]

**Lemma 5.3.** Let \( g \in SO(3) \) be any transformation which maps \( \eta/|\eta| \equiv (\omega^1, \omega^2, \omega^3) \) to \( (1, 0, 0) \). Then,

\[
\begin{aligned}
g\chi_0 &= \chi_0, \\
g\chi_1 &= \sum_{j=1}^{3} \omega^j \chi_j, \\
g\chi_4 &= \chi_4. \\
\end{aligned}
\]

This lemma is a direct consequence of \( SO(3) \) action. The proof is omitted. Here, \( g\chi_2 \) and \( g\chi_3 \) are not specified, as the element \( g \in SO(3) \) mapping \( \eta/|\eta| \) to \( (1, 0, 0) \) is not unique.

**5.2. 1-D problem spectrum**

First, we consider a special eigenvalue-eigenvector, \( (\rho, e) \), problem:

\[
(-i\eta^1 \xi^1 + L)e = \rho e \text{ for } \eta^1 \in \mathbb{C}. \tag{5.5}
\]
Denote by $\rho(\zeta)$ the point spectrum of the operator $-i\zeta \xi^1 + L$:

$$\rho(\zeta) \equiv \{ \sigma \in \mathbb{R} \mid \text{the problem } (-i\zeta \xi^1 + L - \sigma)e = 0 \text{ has a nontrivial solution } e \in L^2_\xi \}$$

**Lemma 5.4.** There exist $\kappa_0 > 0$ such that for any $|\zeta| \leq \kappa_0$

$$\rho(\zeta) \subset \{ z \in \mathbb{C} \mid \text{Re}(z) \leq 0 \}. \tag{5.6}$$

(2) the functions

$$\rho(\zeta) = \{ \rho_1(\zeta), \rho_2(\zeta), \rho_3(\zeta), \rho_4(\zeta), \rho_5(\zeta) \}$$

are real analytic functions in $\epsilon \equiv i\zeta$ around $\epsilon = 0$:

$$\rho_j(\zeta) = i\zeta \sum_{k=0}^{\infty} (i\zeta)^k \rho_{j,k}, \quad \rho_{j,k} \in \mathbb{R}, \tag{5.7}$$

i.e.

$$\begin{cases}
\rho_j(\zeta) = i\zeta A^1_j(\zeta^2) + A^2_j(\zeta^2);
A^k_j(x) : \text{real analytic functions in } x \text{ for } j = 1, \ldots, 5 \text{ and } k = 1, 2
\end{cases} \tag{5.8}$$

and there exist normalized eigenfunctions $e_j(\zeta) \in L^2_\xi$ which are analytic in $\zeta$:

$$\begin{cases}
e_j(0) = E_j, & j = 1, 2, 3, 4, 5,
e_j(\zeta) = \sum_{k=0}^{\infty} (i\zeta)^k e_{j,k},
e_{j,k} \in L^2_\xi,
(e_j(\zeta), e_k(\zeta)) = \delta^k_j, & j, k \in \{1, 2, 3, 4, 5\}.
\end{cases} \tag{5.9}$$

Furthermore, these normalized eigenfunctions $e_j(\zeta)$ can be written in the form:

$$e_j(\zeta) = e^0_j(\zeta^2) + i\zeta e^1_j(\zeta^2), \quad e^0_j(0) = E_j,$$

where $e^0_j(x)$ and $e^1_j(x)$ are $L^2_\xi$-valued analytic functions in $x \in \mathbb{R}$. 
Proof. (5.6) is already given in Lemma 2.5. We now prove that \( \rho_j(\zeta) \) are real analytic function in \( \epsilon = i\zeta \) and (5.9).

Replace \( \rho(\zeta) \) by \( \epsilon\gamma(\zeta) = i\zeta\gamma(\zeta) \). We rewrite the eigenvalue problem (5.5) in the following form

\[
(-\epsilon\xi^1 + L)e = \epsilon\gamma e, \tag{5.10}
\]

and solve \( \gamma(\zeta) \).

Apply Macro-Micro decomposition to (5.10) and \( e \):

\[
-P_0\xi^1(P_0e + P_1e) = \gamma P_0e, \tag{5.11}
\]

\[
P_1(-\epsilon\xi^1(P_0e + P_1e) + LP_1e) = \epsilon\gamma P_1e. \tag{5.12}
\]

From (5.12), one can express \( P_1e \) as

\[
P_1e = (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1 P_0e). \tag{5.13}
\]

Then substitute (5.13) into (5.11) to yield

\[
[-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1)) - \gamma] P_0e = 0. \tag{5.14}
\]

Since \( \dim(P_0L_\xi^2) = 5 \), one can represent \( P_0e \) in (5.14) as a vector in \( \mathbb{R}^5 \) and \( [-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1)) - \gamma] \) can be identified as a \( 5 \times 5 \) analytic matrix in both \( \eta \) and \( \rho \). Thus, in order to have a nontrivial solution \( P_0e \) to (5.14) one needs to impose that

\[
\det [-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1)) - \gamma]_{5 \times 5} = 0. \tag{5.15}
\]

Since \( L \) is a symmetric operator, both \( (L - \epsilon P_1\xi^1 - \epsilon\gamma) \) and \( P_1(L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1} \) are symmetric operators. Now, we consider

\[
(\chi_j, -P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))\chi_k) = (\chi_j, -P_0\xi^1\chi_k) + (\chi_j, -P_0\xi^1(L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1)\chi_k)
\]

\[
= -(P_0\xi^1\chi_j, \chi_k) - (P_1\xi^1\chi_j, (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1)\chi_k)
\]

\[
= -(P_0\xi^1\chi_j, \chi_k) - ((L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}P_1\xi^1\chi_j, (\epsilon P_1\xi^1)\chi_k)
\]

\[
= -(P_0\xi^1\chi_j, \chi_k) - \epsilon (P_0\xi^1(L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}P_1\xi^1\chi_j, \chi_k)
\]

\[
= (\chi_k, -P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))\chi_j) \tag{5.16}
\]
Hence $[-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))]_{5 \times 5}$ is a symmetric matrix.

Next, we denote by $\Lambda_j(\epsilon, \gamma)$, $j = 1, \ldots, 5$, the five eigenvalues of the matrix $[-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))]_{5 \times 5}$:

$$
\begin{cases}
\det \left( [-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))]_{5 \times 5} - \Lambda_j(\epsilon, \gamma)id \right) = 0,
\left. \left( [-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))]_{5 \times 5} - \Lambda_j(\epsilon, \gamma)id \right) \right|_{\epsilon=0} E_j = 0,
\end{cases}
$$

where $id$ is a $5 \times 5$ identity matrix.

Thus

$$
\Pi^5_{j=1} \Lambda_j(\epsilon, \lambda) = \det \left( [-P_0\xi^1(1 + (L - \epsilon P_1\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1\xi^1))]_{5 \times 5} \right)
$$

is analytic in $\eta$ and $\epsilon$. Note that there is the five multiplicity of zero eigenvalues at $\eta = 0$ for the operator $L$. Even as we factor out $\epsilon = i\zeta$, there is still the three multiplicity. Thus one cannot conclude directly the analyticity of each of the eigenvalues as claimed in the lemma. Our procedure below is to design a cascading of reducing the problem to a $3 \times 3$ matrix with distinct eigenvalues corresponding to a one-dimensional waves.

By symmetry, (5.17), we have

$$
\Lambda_4 \equiv \Lambda_5. \tag{5.18}
$$

Now, we introduce 1-D and 2-D macro-micro decomposition ($P_0^{1D}, P_1^{1D}$) and ($P_0^{2D}, P_1^{2D}$) for functions $g$ satisfying $(\chi_2, g) = (\chi_3, g) = 0$:

$$
\begin{cases}
P_0^{1D} g = (\chi_0, g)\chi_0 + (\chi_1, g)\chi_1 + (\chi_4, g)\chi_4 \\
P_1^{1D} g = g - P_0^{1D} g;
\end{cases}
$$

and for $(\chi_3, g) = 0$,

$$
\begin{cases}
P_0^{2D} g = (\chi_0, g)\chi_0 + (\chi_1, g)\chi_1 + (\chi_2, g)\chi_2 + (\chi_4, g)\chi_4 \\
P_1^{2D} g = g - P_0^{2D} g.
\end{cases}
$$

Through the above two macro-micro decompositions, one sees that $\Lambda_1(\epsilon, \gamma)$, $\Lambda_2(\epsilon, \gamma)$, $\Lambda_3(\epsilon, \epsilon)$ are the eigenvalues of a $3 \times 3$ matrix:

$$
[-P_0^{1D}\xi^1(1 + (L - \epsilon P_1^{1D}\xi^1 - \epsilon\gamma)^{-1}(\epsilon P_1^{1D}\xi^1))]_{3 \times 3}.
$$
From (5.16), we conclude that the above the matrix is real and symmetric in 
\((\epsilon, \gamma)\). This \(3 \times 3\) matrix has 3 distinct eigenvalues for 
\((\epsilon, \gamma)\) around origin. Thus the three eigenvalues are analytic in 
\((\epsilon, \gamma)\) around origin. Hence,

\[ \Lambda_j(\epsilon, \gamma) \text{ are analytic function in } (\epsilon, \gamma) \text{ around origin for } j = 1, 2, 3. \] (5.19)

Similarly, \(\Lambda_1, \ldots, \Lambda_4\) are eigenvalues of the \(4 \times 4\) matrix

\[ \left[ -P_0^{2D} \xi^1 \left( 1 + (L - \epsilon P_1^{2D} \xi^1 - \epsilon \gamma)^{-1}(\epsilon P_1^{2D} \xi^1) \right) \right]_{4 \times 4}, \]

and so

\[ \Pi_{j=1}^4 \Lambda_j(\epsilon, \gamma) = \det \left[ -P_0^{2D} \xi^1 \left( 1 + (L - \epsilon P_1^{2D} \xi^1 - \epsilon \gamma)^{-1}(\epsilon P_1^{2D} \xi^1) \right) \right]_{4 \times 4} \]

is analytic in \((\epsilon, \gamma)\). Thus, from (5.20) and (5.19)

\[ \Lambda_4(\epsilon, \gamma) = \frac{\det \left[ -P_0^{2D} \xi^1 \left( 1 + (L - \epsilon P_1^{2D} \xi^1 - \epsilon \gamma)^{-1}(\epsilon P_1^{2D} \xi^1) \right) \right]_{4 \times 4}}{\det \left[ -P_0^{1D} \xi^1 \left( 1 + (L - \epsilon P_1^{1D} \xi^1 - \epsilon \gamma)^{-1}(\epsilon P_1^{1D} \xi^1) \right) \right]_{3 \times 3}} \]

is analytic in \((\epsilon, \gamma)\). From (5.18) we have

\[ \Lambda_j(\epsilon, \gamma) \text{ are real analytic in } (\epsilon, \gamma) \text{ around origin for } j = 1, \ldots, 5. \]

With the five eigenvalues \(\Lambda_j(\epsilon, \gamma), j = 1, \ldots, 5\), the problem (5.15) have

solutions given by the implicit relations

\[ \Lambda_j(\epsilon, \gamma_j) = \gamma_j, \text{ for } j = 1, \ldots, 5. \]

Thus the real analyticity of \(\Lambda_j(\epsilon, \gamma_j)\) yields that \(\gamma_j(\zeta) \equiv \frac{\rho_j(\zeta)}{\iota^j} \) is a real anal-
alytic function in \(\epsilon \equiv i \zeta\). This proves (5.7) and (5.8).

The proof of (5.9) is a simple consequence of the eigenvector \(v_j(\epsilon, \gamma)\) of

the operator \(-P_0^1 \xi^1(1 + (L - \epsilon P_1 \xi^1 - \epsilon \gamma)^{-1}(\epsilon P_1 \xi^1 P_0))\) being normalized as

\((v_j, E_j) = 1\) and its analyticity in the variables \((\epsilon, \gamma), (\epsilon \equiv i \zeta)\). Then, the

eigenvector \(e_j(\zeta)\) is given by

\[
\begin{align*}
\bar{e}_j(\zeta) &\equiv (1 + (L - i \zeta P_1 \xi^1 - i \zeta \gamma_j(\zeta))^{-1}(i \zeta P_1 \xi^1 P_0))v_j(i \zeta, \gamma_j(\zeta)), \\
e_j(\zeta) &\equiv \frac{\bar{e}_j(\zeta)}{(e_j(\zeta), e_j(\zeta))^{1/2}}.
\end{align*}
\]
Finally the orthogonal property is a simple consequence of a symmetry of the operator $-i\zeta \xi^1 + L$. □

5.3. 3-D spectrum

The eigenvalues and the eigenvectors given in Lemma 5.4 can be related by the following lemmas.

Lemma 5.5. For $|\zeta|$ sufficiently small and $\zeta \in \mathbb{R}$,

$$
\begin{align*}
\rho_3(\zeta) &= \rho_1(-\zeta), \\
\mathcal{J}e_3(-\zeta) &= e_1(\zeta),
\end{align*}
$$

where $\mathcal{J} \in SO(3)$,

$$
\mathcal{J}(\xi^1, \xi^2, \xi^3) \equiv (-\xi^1, \xi^2, \xi^3), \quad \mathcal{J}^2 = \text{Identity}.
$$

Proof. Consider the identity

$$
\mathcal{J}(-i\zeta \xi^1 + L)\mathcal{J}e_1 = \rho_1(\zeta)\mathcal{J}e_1.
$$

From Corollary 5.2 and that $\mathcal{J}\xi^1 \mathcal{J} = -\xi^1$,

$$
(i\zeta \xi^1 + L)\mathcal{J}e_1 = \rho_1 \mathcal{J}e_1.
$$

From the property $\mathcal{J}e_1(0) = E_3$, this concludes that

$$
\begin{align*}
\rho_1(\zeta) &= \rho_3(-\zeta), \\
\mathcal{J}e_1(\zeta) &= e_3(-\zeta).
\end{align*}
$$

The second identity of the lemma then follows from that $\mathcal{J}^2 = \text{Identity}$. □

Lemma 5.6. For $\zeta \in \mathbb{R}$, the eigenvalues $\rho_2(\zeta)$, $\rho_4(\zeta)$, and $\rho_5(\zeta)$ satisfy

$$
\begin{align*}
\rho_2(\zeta) &= A_2 \zeta^2(1 + \mathcal{J}_2(\zeta^2)) \in \mathbb{R}, \\
\rho_4(\zeta) &= \rho_5(\zeta) = A_4 \zeta^2(1 + \mathcal{J}_4(\zeta^2)) \in \mathbb{R}, \\
\mathcal{J}_2(0) &= \mathcal{J}_4(0) = 0.
\end{align*}
$$
where \( J_2(z) \) and \( J_4(z) \) are real analytic functions in \( z \).

**Proof.** The proof for the above two identities are similar, we only prove the first one.

First, we take the complex conjugate of the equation for \( e_2(\zeta) \):

\[
[i\bar{\zeta}^1 + L]\bar{e}_2(\zeta) = \bar{\rho}_2(\zeta)\bar{e}_2(\zeta).
\]

Since \( \bar{e}_2(0) = E_2 \), this yields that \( \bar{e}_2(\zeta) \) is the second eigenvector for the \( i\bar{\zeta}^1 + L \). Thus, its eigenvalue is \( \bar{\rho}_2(\zeta) \); and it follows that

\[
\rho_2(-\bar{\zeta}) = \bar{\rho}_2(\zeta). \tag{5.21}
\]

Now, substitute (5.21) into the expansion series (5.7) to result in

\[
i(-\bar{\zeta}) \sum_{k=0}^{\infty} (-i\bar{\zeta})^k \rho_{2,k} = \left( i\zeta \sum_{k=0}^{\infty} (i\zeta)^k \rho_{2,k} \right).
\]

With the property that \( \rho_{2,k} \in \mathbb{R} \) for all \( k \), one concludes that

\[
0 = i\zeta \sum_{j=0}^{\infty} (i\zeta)^{2j} \rho_{2,2j} \text{ for } |\zeta| \ll 1.
\]

Thus,

\[
\rho_{2,2j} = 0 \text{ for all } j,
\]

\[
\rho_2(\zeta) = i\zeta \sum_{k=0}^{\infty} (i\zeta)^{2k+1} \rho_{2,2k+1} = \zeta^2 \sum_{k=0}^{\infty} \rho_{2,2k+1} (-1)^{k+1} \zeta^{2k} \equiv A_2 \zeta^2 (1 + J_2(\zeta^2)) \in \mathbb{R} \text{ for } \zeta \in \mathbb{R}. \tag{5.22}
\]

**Corollary 5.7.** For \( \zeta \in \mathbb{R} \), the spectrum property of \( \rho_j(\eta) \) in (5.8) can be expressed as

\[
\begin{aligned}
\rho_1(\zeta) &= i\zeta A_1^1(\zeta^2) - A_1^2(\zeta^2), \\
\rho_2(\zeta) &= -A_2^2(\zeta^2), \\
\rho_3(\zeta) &= -i\zeta A_1^1(\zeta^2) - A_1^2(\zeta^2), \\
\rho_4(\zeta) &= \rho_5(\zeta) = -A_4^2(\zeta^2),
\end{aligned} \tag{5.22}
\]
where $A_j^k(x)$ are real analytic functions and satisfy

$$
\begin{cases}
A_1^1(0) = c, & A_1^2(0) = A_1^2(0) = 0, \\
\frac{d}{dx} A_1^2(0) = A_1 > 0, & A_1^2(x) = A_1 x (1 + J_1(x)) \\
\frac{d}{dx} A_2^2(0) = A_2 > 0, & A_2^2(x) = A_2 x (1 + J_2(x)); \\
\frac{d}{dx} A_4^2(0) = A_4 > 0, & A_4^2(x) = A_4 x (1 + J_4(x)),
\end{cases}
$$

(5.23)

where $J_j(0) = 0$ for $j = 1, 2, 4$. Furthermore,

$$
A_j = -(P_1 \xi_j E_j, L^{-1} P_1 \xi_j E_j) \text{ for } j = 1, \ldots, 5.
$$

Let $e_j(\zeta)$ be the $j$-th eigenvector of the operator $-i \zeta \xi^1 + L, (-i \zeta \xi^1 + L)e_j(\zeta) = \rho_j(\zeta)e_j(\zeta)$. Set

$$
\begin{cases}
e_j(\zeta) = a_j(\zeta) + b_j(\zeta), \\
a_j(\zeta) \equiv P_0 e_j(\zeta), & b_j(\zeta) \equiv P_1 e_j(\zeta), \\
a_j(\zeta) \equiv a_j^1(\zeta) \chi_0 + a_j^2(\zeta) \chi_1 + a_j^3(\zeta) \chi_4, \\
a_j^k(\zeta) = a_j^{k,0}(\zeta^2) + i \zeta a_j^{k,1}(\zeta^2).
\end{cases}
$$

(5.24)

Here, the functions $a_j^k(x)$ are real-valued analytic function in $\zeta \in \mathbb{R}$.

**Corollary 5.8.** The macroscopic components $e_1(\zeta)$ and $e_3(\zeta)$ satisfy

$$
\begin{cases}
a_1(\zeta) = (a_{1,0}^1(\zeta^2) + i \zeta a_{1,1}^1(\zeta^2)) \chi_0 + (a_{2,0}^2(\zeta^2) + i \zeta a_{2,1}^2(\zeta^2)) \chi_1 \\
&+ (a_{3,0}^3(\zeta^2) + i \zeta a_{3,1}^3(\zeta^2)) \chi_4, \\
a_2(\zeta) = a_{2,0}^1(\zeta^2) \chi_0 + i \zeta a_{2,1}^1(\zeta^2) \chi_1 + a_{2,0}^2(\zeta^2) \chi_4, \\
a_3(\zeta) = (a_{1,0}^1(\zeta^2) - i \zeta a_{1,1}^1(\zeta^2)) \chi_0 + (-a_{2,0}^2(\zeta^2) + i \zeta a_{2,1}^2(\zeta^2)) \chi_1 \\
&+ (a_{3,0}^3(\zeta^2) - i \zeta a_{3,1}^3(\zeta^2)) \chi_4.
\end{cases}
$$

(5.25)

We finally consider the eigenvalue-eigenvector $(\lambda(\eta), \psi(\eta))$ problem for the general three dimensional waves:

$$
(-i \eta \cdot \xi + L) \psi = \lambda \psi \text{ for } \eta \in \mathbb{R}^3.
$$

(5.26)
For a given $\eta \in \mathbb{R}^3$, let $g \in SO(3)$ be a transformation which maps $\eta/|\eta|$ to $(1, 0, 0)$. We then have

$$g^{-1}(-i\eta \cdot \xi + L)g = -i|\eta|\xi^1 + L. \quad (5.27)$$

Thus, from Lemmas 5.4 and 5.5, and (5.27) we have the following eigenvalues and eigenvectors for (5.26):

$$(-i\eta \cdot \xi + L)\psi_j = \rho_j(|\eta|)\psi_j,$$

$$\begin{align*}
\sigma_j(\eta) &= \rho_j(|\eta|) \text{ for } j = 1, \ldots, 5, \\
\psi_1(\eta) &= g e_1(|\eta|), \\
\psi_2(\eta) &= g e_2(|\eta|), \\
\psi_3(\eta) &= g J e_1(-|\eta|), \\
\psi_4(\eta) &= g e_4(|\eta|), \\
\psi_5(\eta) &= g e_5(|\eta|).
\end{align*} \quad (5.28)$$

Apply the macro-micro decomposition to $\psi_j$:

$$\begin{align*}
\psi_j(\eta) &= \alpha_j(\eta) + \beta_j(\eta), \\
\alpha_j &\equiv P_0 \psi_j, \quad \beta_j \equiv P_1 \psi_j.
\end{align*}$$

The above expressions relate the eigenvalues and eigenfunctions of 3-D problem to those of 1-D problem. We still need to clarify some analytic property of $\psi_j(\eta)$ since the group action $g$ does give the analytic property explicitly.

In (5.28), we have a basic relation between 1-D eigenfunctions $e_j(|\zeta|)$ and 3-D eigenfunctions $\psi_j(\eta)$. The following lemma make use further details structure of the 1-D eigenfunctions to obtain a closed form expression of the eigenfunction $\psi_j(\eta)$.

**Lemma 5.9.** For $\eta \in \mathbb{R}^3$ with $|\eta| \ll 1$, the eigenvector $\psi_j(\eta)$ of $-i\eta \cdot \xi + L$ satisfies, for $j = 1, 2, 3$,

$$\begin{align*}
\psi_j(\eta) &= \left(1 + [L - iP_1 \eta \cdot \xi - \rho_j(|\eta|)]^{-1} iP_1 \eta \cdot \xi\right) \\
&\times \left(a_j^1(|\eta|) \chi_0 + a_j^2(|\eta|) \sum_{l=1}^3 \frac{\eta \cdot \chi_l}{|\eta|} + a_j^3(|\eta|) \chi_4\right). \quad (5.29)
\end{align*}$$
Proof. First, we apply the macro-micro decomposition to \((-i\eta \cdot \xi + L) \psi_j = \rho_j(|\eta|)\phi_j:\)

\[-iP_0 \eta \cdot \xi (\alpha_j + \beta_j) = \rho_j(|\eta|)\alpha_j,\]
\[-iP_1 \eta \cdot \xi(\alpha_j + \beta_j) + L\beta_j = \rho_j(|\eta|)\beta_j.\]  \hspace{1cm} (5.30)

From (5.30), we have

\[\beta_j = [L - iP_1 \eta \cdot \xi - \rho(|\eta|)]^{-1} P_1 i(\eta \cdot \xi)\alpha_j.\]  \hspace{1cm} (5.31)

Next, from (5.28) we have

\[\psi_j(\eta) = g_{e_j}(|\eta|) = g(a_j(|\eta|) + b_j(|\eta|) = ga_j(|\eta|) + gb_j(|\eta|).\]  \hspace{1cm} (5.32)

Since the SO(3) group action preserves the macro-micro structure, we have from (5.32),

\[\alpha_j(\eta) = P_0 \psi_j(\eta) = ga_j(|\eta|).\]  \hspace{1cm} (5.33)

From Corollary 5.4, we have from the expressions in (5.24) and (5.33) that

\[\alpha_j(\eta) = a^1_j(|\eta|)\chi_0 + a^2_j(|\eta|) \sum_{j=1}^{3} \frac{\eta^j \chi_j}{|\eta|} + a^3_j(|\eta|)\chi_4.\]  \hspace{1cm} (5.34)

Then, we substitute (5.34) into (5.31) to obtain \(\beta_j\); and combine the result with (5.34) to yield \(\psi_j(\eta)\). This completes the proof of the lemma. \[\square\]

Corollary 5.10.

\[
\begin{align*}
\alpha_1(\eta) &= (a^1_{1,0}(|\eta|^2) + i|\eta|a^1_{1,0}(|\eta|^2)) \chi_0 + (a^2_{1,0}(|\eta|^2) + i|\eta|a^2_{1,0}(|\eta|^2)) \sum_{j=1}^{3} \frac{\eta^j \chi_j}{|\eta|} \\
&\quad + (a^3_{1,0}(|\eta|^2) + i|\eta|a^3_{1,0}(|\eta|^2)) \chi_4, \\
\alpha_3(\eta) &= (a^1_{1,0}(|\eta|^2) - i|\eta|a^1_{1,0}(|\eta|^2)) \chi_0 + (-a^2_{1,0}(|\eta|^2) + i|\eta|a^2_{1,0}(|\eta|^2)) \sum_{j=1}^{3} \frac{\eta^j \chi_j}{|\eta|} \\
&\quad + (a^3_{1,0}(|\eta|^2) - i|\eta|a^3_{1,0}(|\eta|^2)) \chi_4.
\end{align*}
\]  \hspace{1cm} (5.35)
This corollary is a consequence of (5.34), and (5.28), (5.4).

5.4. Pairings

We will encounter different types of integrations such as contour integral, two dimensional double integral, and three dimensional triple integral. We will explicitly specify them by \( \oint \), \( \int \int \), and \( \int \int \int \) to avoid confusion. For each given \( \eta \in \mathbb{R}^3 \), one can define an eigen-projections \( \Pi_\eta \) to the space spanned by \( \{ \psi_j(\eta) \}_{j=1}^5 \) and its complement \( \Pi^\perp_\eta \) as follows:

\[
\begin{align*}
\Pi_\eta h & \equiv \frac{1}{2\pi i} \oint_\Gamma [z + i\xi \cdot \eta - L]^{-1} h \, dz, \\
\Pi^\perp_\eta & \equiv 1 - \Pi_\eta.
\end{align*}
\]

(5.36)

Here the path \( \Gamma \) encloses the point spectrum curves \( \sigma(\eta), |\eta| \leq \frac{\kappa_0}{2} \), as illustrated in Figure A. Thus, the operator \( [z + i\eta \cdot \xi - L] \) is invertible when \( z \in \Gamma \) and \( |\eta| \leq \frac{\kappa_0}{2} \). With this, the operator \( \mathcal{G}_L(x,t) \) is decomposed into:

\[
\mathcal{G}_L(x,t) = \frac{1}{(2\pi)^3} \iiint_{|\eta| < \frac{\kappa_0}{2}} e^{ix\eta + (-i\xi \cdot \eta + L)t} (\Pi_\eta + \Pi^\perp_\eta) d\eta \\
\equiv \mathcal{G}_{L;0}(x,t) + \mathcal{G}_{L;\perp}(x,t),
\]

where the triple integral is over \( \{ |\eta| \leq \frac{\kappa_0}{2} \} \subset \mathbb{R}^3 \). When \( |\eta| \leq \frac{\kappa_0}{2} \), the project
operator $\Pi_\eta$ can be represented explicitly by the eigenvectors of $-i\xi^1\eta + L$.

$$\Pi_\eta h = \sum_{j=1}^{5} \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle |h|,$$  \hspace{1cm} (5.37)

where the notation $\psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle$ is an operator on $L^2_\xi$ defined as follows:

For any $j, k \in L^2_\xi$,

$$\begin{cases}
\{ j \otimes \langle k \rangle : l \in L^2_\xi \mapsto j \otimes \langle k \rangle |l \in L^2_\xi, \\
\{ j \otimes \langle k \rangle |l \equiv (k, l) j. 
\end{cases}$$

From (5.37), one also has that

$$\psi_4 \otimes \langle \psi_4(\eta) \rangle + \psi_5 \otimes \langle \psi_4(\eta) \rangle = \Pi_\eta - \sum_{j=1}^{3} \psi_j \otimes \langle \psi_j(\eta) \rangle.$$  \hspace{1cm} (5.38)

With this eigen-projection $\Pi_\eta$, one has a rather explicit expression for $G_{L;0}(x,t)$ and $G_{L;\perp}(x,t)$:

$$\begin{align*}
G_{L;0}(x,t) &= \frac{1}{(2\pi)^3} \sum_{j=1}^{5} \int\int\int_{|\eta| < \kappa_0^2/2} e^{ix \cdot \eta + \sigma_j(\eta)t} \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle d\eta \\
G_{L;\perp}(x,t) &= \frac{1}{(2\pi)^3} \int\int\int_{|\eta| < \kappa_0^2/2} e^{ix \cdot \eta + (-i\xi^1\eta + L)t} \Pi_\eta^\perp d\eta, \\
G^t_{L;0} h(x) &= \int\int\int_{\mathbb{R}^3} G_{L;0}(x-y,t) h(y) dy, \\
G^t_{L;\perp} h(x) &= \int\int\int_{\mathbb{R}^3} G_{L;\perp}(x-y,t) h(y) dy.
\end{align*}$$  \hspace{1cm} (5.39)

Applying the spectrum gap, Lemma 2.4, of the operator $(-i\xi \cdot \eta + L)$ when $|\eta| \ll 1$, there exists $\kappa_2 > 0$ and positive constant $C$ such that, for $|\eta| \leq \kappa_2/2$,

$$\|e^{(i\eta \cdot \eta + L)t} \Pi_\eta^\perp k\|_{L^2_\xi} \leq Ce^{-\kappa_2 t}\|k\|_{L^2_\xi} \text{ for any } k \in L^2_\xi.$$  \hspace{1cm} (5.40)

Since the Fourier transform of the operator $G^t_{L;\perp}$ has compact support inside $|\eta| \leq \kappa_0/2$, we have from (5.40) that there exists $C > 0$ such that for any
\( g \in L_x^2(L_y^2), \)

\[
\| G_{L;1}^t g \|_{L_x^\infty(L_y^2)} \leq C e^{-t/C} \| g \|_{L_x^2(L_y^2)}. \tag{5.41}
\]

From (5.28), Lemmas 5.5, and 5.6 we have the pairings of the eigenvalues \( \sigma_j(\eta) \). These pairings and (5.38) leads to the pairing structure in the representation of \( G_{L;0}(x, t) \) as follows

\[
G_{L;0}(x, t) = \iint e^{ix \cdot \eta} e^{-e^{\sigma_1(\eta)t} \psi_1(\eta) \otimes \langle \psi_1(\eta) \rangle + e^{\sigma_3(\eta)t} \psi_3(\eta) \otimes \langle \psi_3(\eta) \rangle} d\eta \]

\[
+ \iint e^{ix \cdot \eta} e^{\sigma_2(\eta)t} \psi_2(\eta) \otimes \langle \psi_2(\eta) \rangle d\eta \]

\[
+ \iint e^{ix \cdot \eta} e^{\sigma_4(\eta)t} \left[ \Pi_{\eta} - \sum_{j=1}^{3} \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle \right] d\eta. \tag{5.42}
\]

We rearrange the pairings in (5.42) to define the following pairings:

<table>
<thead>
<tr>
<th>Huygens Pairing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{J}(\eta, t) \equiv \sum_{j \in {1, 3}} e^{\sigma_j(\eta)t} \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle - \sum_{j \in {1, 3}} e^{\sigma_j(\eta)t} \Pi_{\eta} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contact Pairing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{C}(\eta, t) \equiv e^{\sigma_2(\eta)t} \psi_2(\eta) \otimes \langle \psi_2(\eta) \rangle )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rotational Pairing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{R}<em>n(\eta, t) \equiv e^{\sigma_4(\eta)t} \left[ \Pi</em>{\eta} - \sum_{j=1}^{3} \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle + \sum_{j \in {1, 3}} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle \right] )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Riesz Pairings</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{R}<em>1(\eta, t) \equiv \sum</em>{j \in {1, 3}} (e^{\sigma_j(\eta)t} - e^{\sigma_4(\eta)t}) P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle, )</td>
</tr>
<tr>
<td>( \hat{R}_2(\eta, t) = \hat{R}_1(\eta, t) + R_2(\eta, t), )</td>
</tr>
<tr>
<td>( \hat{R}<em>1(\eta, t) \equiv \sum</em>{j \in {1, 3}} e^{\sigma_j(\eta)t} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle - e^{A^2(\eta)t} \sum_{j \in {1, 3}} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle, )</td>
</tr>
<tr>
<td>( \hat{R}<em>2(\eta, t) \equiv (e^{A^2(\eta)t} - e^{\sigma_4(\eta)t}) \sum</em>{j \in {1, 3}} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle, )</td>
</tr>
</tbody>
</table>

(5.43)

Here, \( P_0^m \) is the momentum component of macro projection, (2.6). Thus we
have the decomposition of the long waves in the Green’s function into the Huygens wave $\mathcal{H}$, contact wave $\mathcal{C}$ and others:

$$G_{L,0} = \mathcal{H} + \mathcal{C} + \mathcal{R} + \mathcal{PR}.$$ 

Here, as understood before, the Fourier inverse is defined for long waves part, for instance,

$$\mathcal{H}(x, t) \equiv \frac{1}{(2\pi)^3} \int \int \int_{|\eta| < \kappa_0/2} e^{i\eta \cdot x} \hat{\mathcal{H}}(\eta, t) d\eta.$$ 

**Remark 5.11.** The above pairings are designed with two things in mind. On the one hand, waves of different physical nature are separated. Thus, in the Huygens pairing the momentum component $\sum_{j \in \{1, 3\}} e^{x_j (x, \theta)} P_0^{\sigma_j} \psi_j(\eta) \otimes \langle P_0^{\sigma_j} \psi_j(\eta) \rangle$ is excluded and only the pressure component is kept. This physical consideration turns out to be natural analytically. In fact, the pairings make it possible to study the crucial analytic properties of each of the pairings. This prepares us for the application of complex analytic techniques and the Kirchhoff formulas as stated in Section 3. The long wave structure of those pairings are illustrated in the figures above and will be justified in the next two sections.

The inverse Fourier transformation $\hat{\mathcal{H}}$ of Huygens Pairing $\hat{\mathcal{H}}$ is an isotropic wave. It is concentrated around the surface of the acoustic cone. Its inviscid version is the Huygens principle in the wave equation. The other two pairings $\hat{\mathcal{C}}$ and $\hat{\mathcal{R}}_n$ carry waves along and perpendicular to macroscopic velocity direction, respectively. Thus, they are concentrated around the
center of the acoustic cone. They are realized as contact waves and shear waves in acoustic equation. The Riesz pairing \( \hat{\mathcal{R}} \) is due to the coupling of isotropic waves and shear waves within a cone. Its disturbance fills the cone with algebraic rates. It should be noted that in planar wave equation there is no such pairing since there is no shear waves. The Riesz pairing is so named because the pairing \( \hat{\mathcal{R}}(\eta, t) \) contains the factors \( \eta^j \eta^k / |\eta|^2 \), which are the Fourier transform of Riesz operators. For the corresponding inviscid waves see (3.5)–(3.7).

6. Huygens Waves

The Huygens pairing \( \hat{\mathcal{H}} \) gives rise to Huygens waves \( \mathcal{H} \) corresponding to the pressure waves for the wave equation (3.5) in the Euler equations. This will be analyzed by making uses of the Kirchhoff’s formula, Theorem 3.1, and the related subsequent Lemmas 3.2, 3.3 and 3.4. The essential element is the analyticity property in the following lemma.

**Lemma 6.1.** The Huygens pairing \( \hat{\mathcal{H}}(\eta, t) \) can be written in the following form

\[
\hat{\mathcal{H}}(\eta, t) = e^{-A_1(\eta^2)t} \left[ \cos(A_1^1(|\eta|^2)|\eta|t)\mathcal{E}_1(\eta) + \frac{\sin(A_1^1(|\eta|^2)|\eta|t)}{|\eta|}\mathcal{E}_2(\eta) \right], \tag{6.1}
\]

where \( \mathcal{E}_1(\eta) \) and \( \mathcal{E}_2(\eta) \) are analytic functions in \( \eta \) with the properties

\[
\mathcal{E}_1(0) \neq 0, \quad \mathcal{E}_2(0) = 0. \tag{6.2}
\]

**Proof.** From (5.22) and (5.28),

\[
\begin{align*}
\sigma_1(\eta) &= i|\eta|A_1^1(|\eta|^2) - A_1^2(|\eta|^2), \\
\sigma_3(\eta) &= -i|\eta|A_1^1(|\eta|^2) - A_1^2(|\eta|^2). \tag{6.3}
\end{align*}
\]

Then, from (6.3) and (5.35),

\[
\mathcal{J}_1(\eta, t) \equiv e^{\sigma_1(\eta)t} (\alpha_1(\eta) \otimes \langle \alpha_1(\eta) \rangle - P_0^m \alpha_1(\eta) \otimes \langle P_0^m \alpha_1(\eta) \rangle) + e^{\sigma_3(\eta)t} (\alpha_3(\eta) \otimes \langle \alpha_3(\eta) \rangle - P_0^m \alpha_3(\eta) \otimes \langle P_0^m \alpha_3(\eta) \rangle)
\]
From this and (6.6), we have

\[
A_2006 = e^{-A_1^2(|\eta|^2)t}([\cos(A_1^1(|\eta|^2)|\eta|t) + i\sin(A_1^1(|\eta|^2)|\eta|t)]
\]

\[
\times (\alpha_1(\eta) \otimes \langle \alpha_1(\eta) | - P_0^m \alpha_1(\eta) \otimes \langle P_0^m \alpha_1(\eta) |)
\]

\[
+ (\cos(A_1^1(|\eta|^2)|\eta|t) - i\sin(A_1^1(|\eta|^2)|\eta|t))
\]

\[
\times (\alpha_3(\eta) \otimes \langle \alpha_3(\eta) | - P_0^m \alpha_3(\eta) \otimes \langle P_0^m \alpha_3(\eta) |]).
\]

(6.4)

Now, from (5.35) there are analytic functions \(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}\) in \(\eta \in \mathbb{R}^3\) so that \(\alpha_1(\eta)\) and \(\alpha_3(\eta)\) are related by

\[
\begin{align*}
\alpha_1(\eta) &= \mathcal{A}(\eta) + |\eta| \left( \mathcal{B}(\eta) + \frac{\mathcal{C}(\eta)}{|\eta|^2} \right), \\
\alpha_3(\eta) &= \mathcal{A}(\eta) - |\eta| \left( \mathcal{B}(\eta) + \frac{\mathcal{C}(\eta)}{|\eta|^2} \right), \\
P_0^m \alpha_1(\eta) &= \mathcal{D}(\eta) + \frac{\mathcal{C}(\eta)}{|\eta|}, \\
P_0^m \alpha_3(\eta) &= \mathcal{D}(\eta) - \frac{\mathcal{C}(\eta)}{|\eta|}.
\end{align*}
\]

(6.5)

Here, the analytic function \(\mathcal{C}(\eta)\) contains a factor \(\eta \cdot \xi\). Thus,

\[
\mathcal{C}(0) = 0.
\]

(6.6)

Then, we substitute (6.5) into (6.4) to result in

\[
\mathcal{A}_1(\eta, t) = e^{-A_1^2(|\eta|^2)t} \cos(A_1^1(|\eta|^2)|\eta|t) \mathcal{O}_1(\eta) + e^{-A_1^2(|\eta|^2)t} \sin(A_1^1(|\eta|^2)|\eta|t) \mathcal{O}_2(\eta),
\]

(6.7)

where both \(\mathcal{O}_1(\eta)\) and \(\mathcal{O}_2(\eta)\) are analytic functions in \(\eta \in \mathbb{R}^3\) determined by the analytic functions \(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}\):

\[
\begin{align*}
\mathcal{O}_1(\eta) &= 2\mathcal{A}(\eta) \otimes \langle \mathcal{A}(\eta) | + 2\mathcal{B}(\eta) \otimes \langle \mathcal{C}(\eta) | + 2\mathcal{C}(\eta) \otimes \langle \mathcal{B}(\eta) | + 2\mathcal{D}(\eta) \otimes \langle \mathcal{D}(\eta) | - 2\mathcal{D}(\eta) \otimes \langle \mathcal{D}(\eta) | - 2|\eta|^2 \mathcal{B}(\eta) \otimes \langle \mathcal{D}(\eta) |, \\
\mathcal{O}_2(\eta) &= 2\mathcal{A}(\eta) \otimes \langle \mathcal{C}(\eta) | + 2\mathcal{C}(\eta) \otimes \langle \mathcal{B}(\eta) | - 2\mathcal{C}(\eta) \otimes \langle \mathcal{B}(\eta) | - 2\mathcal{D}(\eta) \otimes \langle \mathcal{A}(\eta) | - 2\mathcal{D}(\eta) \otimes \langle \mathcal{A}(\eta) | + 2\mathcal{B}(\eta) \otimes \langle \mathcal{D}(\eta) | + 2\mathcal{D}(\eta) \otimes \langle \mathcal{D}(\eta) |.
\end{align*}
\]

From this and (6.6), we have

\[
\mathcal{O}_2(0) = 0.
\]

(6.8)
Next, we consider

\[ \mathcal{S}_2(\eta, t) = e^{\sigma_1(\eta)t} (\alpha_1(\eta) \otimes \beta_1(\eta) + \alpha_2(\eta) \otimes \beta_1(\eta)) + e^{\sigma_3(\eta)t} (\alpha_3(\eta) \otimes \beta_3(\eta) + \alpha_3(\eta) \otimes \beta_3(\eta)). \] (6.9)

From (5.31) and (5.22), \( \beta_1(\eta) \) and \( \beta_3(\eta) \) are related by

\[ \begin{align*}
\beta_1(\eta) &= (L - i\mathcal{P}_1 \eta \cdot \xi - i|\eta|A_1^1(|\eta|^2) + A_1^2(|\eta|^2))^{-1} \mathcal{P}_1 i\eta \cdot \xi \alpha_1, \\
\beta_3(\eta) &= (L - i\mathcal{P}_1 \eta \cdot \xi + i|\eta|A_1^1(|\eta|^2) + A_1^2(|\eta|^2))^{-1} \mathcal{P}_1 i\eta \cdot \xi \alpha_3.
\end{align*} \] (6.10)

Here, \( L - i\mathcal{P}_1 \eta \cdot \xi, i|\eta|A_1^1(|\eta|^2) \), and \( A_1^2(|\eta|^2) \) are commutative; and the operator \( L \) is bounded from below; and \( A_1^2(0) = 0 \). With these properties, we can expand the operators \( (L - i\mathcal{P}_1 \eta \cdot \xi - i|\eta|A_1^1(|\eta|^2) + A_1^2(|\eta|^2))^{-1} \) and \( (L - i\mathcal{P}_1 \eta \cdot \xi + i|\eta|A_1^1(|\eta|^2) + A_1^2(|\eta|^2))^{-1} \) when \( |\eta| \ll 1 \) as follows

\[ \begin{align*}
\frac{1}{(L - i\mathcal{P}_1 \eta \cdot \xi - i|\eta|A_1^1(|\eta|^2) + A_1^2(|\eta|^2))} &= \frac{1}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))(1 + \frac{-i|\eta|A_1^1(|\eta|^2)}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2)))}} \\
&= \frac{1}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \sum_{j=0}^{\infty} \left( \frac{-i|\eta|A_1^1(|\eta|^2)}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \right)^j \\
&= \frac{1 + \frac{i|\eta|A_1^1(|\eta|^2)}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))}}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \sum_{j=0}^{\infty} (-1)^j \left( \frac{|\eta|^2A_1^1(|\eta|^2)^2}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \right)^j \\
&= \frac{1 + \frac{i|\eta|A_1^1(|\eta|^2)}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))}}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \sum_{j=0}^{\infty} (-1)^j \left( \frac{|\eta|^2A_1^1(|\eta|^2)^2}{(L - i\mathcal{P}_1 \eta \cdot \xi + A_1^2(|\eta|^2))} \right)^j \\
&\equiv \mathcal{M}_1(\eta) \pm |\eta| \mathcal{M}_2(\eta). \end{align*} \] (6.11)

Both \( \mathcal{M}_1(\eta) \) and \( \mathcal{M}_2(\eta) \) are operators analytic in \( \eta \in \mathbb{R}^3 \).

Now, combine (6.10), (6.5), and (6.11) to conclude

\[ \begin{align*}
\beta_1(\eta) &= \mathcal{A}_1(\eta) + |\eta|\mathcal{B}_1(\eta), \\
\beta_3(\eta) &= \mathcal{A}_1(\eta) - |\eta|\mathcal{B}_1(\eta),
\end{align*} \] (6.12)

where both \( \mathcal{A}_1(\eta) \) and \( \mathcal{B}_1(\eta) \) are analytic functions in \( \eta \in \mathbb{R}^3 \). Substitute
(6.5) and (6.12) into (6.9) to yield that
\[
\mathcal{I}_2(\eta, t) = e^{-A_1^2(|\eta|^2)t} \cos(A_1^1(|\eta|^2)|\eta|t) O_3(\eta) + e^{-A_1^2(|\eta|^2)t} \frac{\sin(A_1^1(|\eta|^2)|\eta|t)}{|\eta|} O_4(\eta),
\]
where both \(O_3(\eta)\) and \(O_4(\eta)\) are analytic functions in \(\eta \in \mathbb{R}^3\).

Next, for
\[
\mathcal{I}_3(\eta, t) = e^{-A_1^2(|\eta|^2)t} \cos(A_1^1(|\eta|^2)|\eta|t) O_5(\eta) + e^{-A_1^2(|\eta|^2)t} \frac{\sin(A_1^1(|\eta|^2)|\eta|t)}{|\eta|} O_6(\eta),
\]
where \(O_5\) and \(O_6\) are analytic functions in \(\eta \in \mathbb{R}^3\). (6.1) follows from (6.7), (6.9), and (6.13).

Both pairings \(\mathcal{I}_2\) and \(\mathcal{I}_3\) contains microscopic components \(\beta_1\) and \(\beta_3\). From (6.10), both \(\beta_1\) and \(\beta_3\) contain \(\eta \cdot \xi\) factors. Thus,
\[
\mathcal{I}_2(0, t) = \mathcal{I}_3(0, t) = 0.
\]
This and (6.8) implies that \(\mathcal{E}_0(0) = 0\), and (6.4) is proved.

Before applying the inverse Fourier transformation to the pressure Huygens pairing, we need to analyze the phase component \(e^{im(\rho_1(|\eta|)t)}\) in the pairing. Expand
\[
Im(\rho_1(|\eta|)t) = |\eta|A_1^1(|\eta|^2)t = c|\eta|t + |\eta|H(|\eta|^2)t,
\]
where \(H\) is an analytic function in \(|\eta|^2\) with
\[
H(0) = 0.
\]
We have the following identity to split wave with velocity \(c\):
\[
\begin{align*}
\cos(|\eta|A_1^1(|\eta|^2)t) &= \cos(c|\eta|t) \cos(|\eta|H(|\eta|^2)t) - \sin(c|\eta|t) \sin(|\eta|H(|\eta|^2)t), \\
\sin(|\eta|A_1^1(|\eta|^2)t) &= \sin(c|\eta|t) \cos(|\eta|H(|\eta|^2)t) + \cos(c|\eta|t) \sin(|\eta|H(|\eta|^2)t).
\end{align*}
\]
Lemma 6.2. For any analytic functions $\mathcal{H}(\zeta)$ in $\zeta \in \mathbb{R}$, both functions $\cos(|\eta|\mathcal{H}(|\eta|^2)t)$ and $\sin(|\eta|\mathcal{H}(|\eta|^2)t)/|\eta|$ are analytic in $\eta \in \mathbb{R}^3$.

Proof. Consider the power series expansions of both $\cos(|\eta|\mathcal{H}(|\eta|^2)t)$ and $\sin(|\eta|\mathcal{H}(|\eta|^2)t)/|\eta|$:

$$
\begin{align*}
\cos(|\eta|\mathcal{H}(|\eta|^2)t) &= 1 - \frac{|\eta|^2 \mathcal{H}(|\eta|^2)t^2}{2!} + \frac{|\eta|^4 \mathcal{H}(|\eta|^2)t^4}{4!} - \frac{|\eta|^6 \mathcal{H}(|\eta|^2)t^6}{6!} + \cdots, \\
\frac{\sin(|\eta|\mathcal{H}(|\eta|^2)t)}{|\eta|} &= 1 - \frac{|\eta|^2 \mathcal{H}(|\eta|^2)t^2}{3!} + \frac{|\eta|^4 \mathcal{H}(|\eta|^2)t^4}{5!} - \frac{|\eta|^6 \mathcal{H}(|\eta|^2)t^6}{7!} + \cdots. 
\end{align*}
$$

(6.15)

The RHS’s of (6.15) are analytic in $|\eta|^2$. Thus, they are analytic in $\eta \in \mathbb{R}^3$. \hfill \square

Lemma 6.3. For any given Mach constant $\mathcal{M} > 1$, there exists $C > 0$ such that the Huygens wave $\mathcal{S}(x,t)$ satisfies

$$
\|\mathcal{S}(x,t)\|_{L^2} = \left\| \frac{1}{(2\pi)^3} \iint_{|\eta| < \kappa_0/2} e^{i\mathbf{x} \cdot \mathbf{n}} \mathcal{S}(\eta,t) d\eta \right\|_{L^2} \\
\leq C \left[ e^{-\frac{(|x| - ct)^2}{C(t^2 + 1)}} + e^{-c t/C} \right] \text{ for } |x| \leq \mathcal{M} ct. 
$$

(6.16)

Proof. With (6.14), one has the following

$$
\begin{align*}
\iint_{|\eta| < \kappa_0/2} e^{i\mathbf{x} \cdot \mathbf{n}} \mathcal{S}(\eta,t) d\eta &= \iint_{|\eta| < \kappa_0/2} e^{i\mathbf{x} \cdot \mathbf{n}} e^{-A_1^2(|\eta|^2)t} \cos(c|\eta|t) \\
&\quad \times \left( \cos(|\eta|\mathcal{H}(|\eta|^2)t)\mathcal{E}_1(\eta) + \frac{\sin(|\eta|\mathcal{H}(|\eta|^2)t)}{|\eta|} \mathcal{E}_2(\eta) \right) d\eta \\
&\quad + \iint_{|\eta| < \kappa_0/2} e^{i\mathbf{x} \cdot \mathbf{n}} e^{-A_1^2(|\eta|^2)t} \sin(c|\eta|t) \frac{\sin(|\eta|\mathcal{H}(|\eta|^2)t)}{|\eta|} \\
&\quad \times \left( - \sin(|\eta|\mathcal{H}(|\eta|^2)t)|\eta|\mathcal{E}_1(\eta) + \cos(|\eta|\mathcal{H}(|\eta|^2)t)\mathcal{E}_2(\eta) \right) d\eta \\
&= w_t * I_1 + w * I_2,
\end{align*}
$$

where $w$ and $w_t$ are the corresponding Cauchy problems.
where

\[
\begin{align*}
I_1(x,t) & \equiv \int\int\int_{|\eta| \leq \kappa_0/2} e^{ix \cdot \eta} e^{-A_1^2(|\eta|^2)t} \\
& \times \left( \cos(|\eta| \mathcal{H}(|\eta|^2)t) \mathcal{E}_1(\eta) + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2)t)}{|\eta|} \mathcal{E}_2(\eta) \right) d\eta,
\end{align*}
\]

\[
I_2(x,t) & \equiv \int\int\int_{|\eta| \leq \kappa_0/2} e^{ix \cdot \eta} e^{-A_1^2(|\eta|^2)t} \\
& \times \left( -\sin(|\eta| \mathcal{H}(|\eta|^2)t) |\eta| \mathcal{E}_1(\eta) + \cos(|\eta| \mathcal{H}(|\eta|^2)t) \mathcal{E}_2(\eta) \right) d\eta.
\]

(6.17)

Thus, from the Kirchhoff formula one only needs the data of \( I_1(x,t) \), \( \nabla_x I_1(x,t) \), \( I_2(x,t) \), and \( \nabla_x I_2(x,t) \) with \(|x| \leq (\mathcal{M} + 1)ct\) in order to determine \( \int\int_{|\eta| < \kappa_0/2} e^{ix \cdot \eta} \mathcal{G}(\eta,t) d\eta \) for \(|x| \leq \mathcal{M}ct\).

The analysis for \( I_1(x,t) \) and \( I_2(x,t) \) with \(|x| \leq (\mathcal{M} + 1)ct\) are identical; we estimate \( I_1(x,t) \) only. For given \( x \in \mathbb{R}^3 \), we can find an element \( \mathcal{G}^x \in SO(3) \) so that \( \mathcal{G}^x \frac{\eta}{|\eta|} = (1,0,0) \). We have \((\mathcal{G}^x)^{-1}(x \cdot \eta) \mathcal{G}^x = |x| \eta^1 \). With the change of coordinates, the functions \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) remain analytic in \( \eta \in \mathbb{R}^3 \). Without ambiguity, we still use \( \mathcal{E}_i \) to denote \((\mathcal{G}^x)^{-1} \mathcal{E}_i \mathcal{G}^x \):

\[
I_1(x,t) = \int\int\int_{|\eta| < \kappa_0/2} e^{i|x| \eta^1} e^{-A_1^2(|\eta|^2)t} \left[ \cos(|\eta| \mathcal{H}(|\eta|^2)t) \mathcal{E}_1 + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2)t)}{|\eta|} \mathcal{E}_2 \right] d\eta.
\]

(6.18)

The integration is divided into two regions:

\[
I_1(x,t) = \left( \int\int\int_{|\eta| \leq \kappa_0/2} + \int\int\int_{(|\eta| \leq \kappa_0/2) \cap \mathbb{B}^c} \right) e^{i|x| \eta^1 - A_1^2(|\eta|^2)t} \\
\times \left[ \cos(|\eta| \mathcal{H}(|\eta|^2)t) \mathcal{E}_1 + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2)t)}{|\eta|} \mathcal{E}_2 \right] d\eta
\]

\[
\equiv I_1^1(x,t) + I_1^2(x,t).
\]

where

\[
\mathbb{B} \equiv \left[ -\frac{\kappa_0}{2\sqrt{2}}, \frac{\kappa_0}{2\sqrt{2}} \right] \times \left[ -\frac{\kappa_0}{2\sqrt{2}}, \frac{\kappa_0}{2\sqrt{2}} \right] \times \left[ -\frac{\kappa_0}{2\sqrt{2}}, \frac{\kappa_0}{2\sqrt{2}} \right].
\]

For \( \eta \in \{|\eta| \leq \kappa_0/2\} \cap \mathbb{B}^c \), we have \(|\eta| \geq \kappa_0/\sqrt{3} \), and so there exists \( C > 0 \)
such that

$$|I_1^2(x, t)| < Ce^{-t/C} \text{ for } x \in \mathbb{R}^3.$$  \hspace{1cm} (6.19)

To analyze $I_1^1(x, t)$ we use complex analytic technique for $(x, t)$ in a finite Mach number region. This can be done because, by Lemma 6.2, the function $e^{-A_2^1(|\eta|^2) t} \left[ \cos(|\eta| \mathcal{H}(|\eta|^2) t) \mathcal{E}_1 + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2) t)}{|\eta|} \mathcal{E}_2 \right]$ is analytic in $\eta$. Use (5.23) to write $A_1^2(|\eta|^2) = A_1|\eta|^2 (1 + \mathcal{J}_1(|\eta|^2))$, and so

$$I_1^1(x, t) = \int \int \int_{\mathcal{B}_2} e^{-\frac{|\eta|^2}{4A_1} - A_1(\eta^1 - i\frac{|\eta|^2}{2A_1})^2 t - A_1((\eta^2)^2 + (\eta^3)^2) t + o(1)|\eta|^2 t}$$

$$\times \left[ \cos(|\eta| \mathcal{H}(|\eta|^2) t) \mathcal{E}_1 + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2) t)}{|\eta|} \mathcal{E}_2 \right] d\eta$$

$$= e^{-\frac{|\eta|^2}{4A_1}} \int \int \int_{\mathcal{B}_2} \Gamma(-\frac{\kappa_0^2}{2\sqrt{2}}, \frac{\kappa_0^2}{2\sqrt{2}}, \frac{|\eta|^2}{4A_1})$$

$$\times \left[ \cos(|\eta| \mathcal{H}(|\eta|^2) t) \mathcal{E}_1 + \frac{\sin(|\eta| \mathcal{H}(|\eta|^2) t)}{|\eta|} \mathcal{E}_2 \right] d\eta^1 d\eta^2 d\eta^3,$$

where

$$\mathcal{B}_2 \equiv \left\{ (\eta^2, \eta^3) \in \mathbb{R}^2 : |\eta^2|, |\eta^3| \leq \frac{\kappa_0}{2\sqrt{2}} \right\}$$

and the contour $\Gamma(-\frac{\kappa_0^2}{2\sqrt{2}}, \frac{\kappa_0^2}{2\sqrt{2}}, c)$ is chosen with a parameter $c$, Figure B:

\[ \Gamma(a, b, c) = \Gamma_1(a, b, c) \cup \Gamma_2(a, b, c) \cup \Gamma_3(a, b, c) \]

\[ \Gamma_1(a, b, c) \equiv \{ \eta | \text{Re}(\eta) = a, \text{Im}(\eta) \text{ is from 0 to } c \} \]

\[ \Gamma_2(a, b, c) \equiv \{ \eta | \text{Im}(\eta) = c, \text{Re}(\eta) \text{ is from } a \text{ to } b \} \]

\[ \Gamma_3(a, b, c) \equiv \{ \eta | \text{Re}(\eta) = b, \text{Im}(\eta) \text{ is from } c \text{ to } 0 \} \]
On the contour $\Gamma(-\frac{\kappa_0}{2\sqrt{2}}, \frac{\kappa_0}{2\sqrt{2}}, \frac{|x|}{ctM_0})$ one has the growth rate of

$$|\cos(|\eta|\mathcal{H}(|\eta|^2)t)|, \quad \left|\frac{\sin(|\eta|\mathcal{H}(|\eta|^2)t)}{|\eta|}\right| \leq O(1)e^{o(1)|\eta|^2t}.$$ 

Thus, for $|x| < (\mathcal{M} + 1)ct$

$$I_1^1(x,t) \leq C \left(\frac{1}{t^{3/2}}e^{-\frac{|x|^2}{ct}} + e^{-t/C}\right). \quad (6.20)$$

Hence, from (6.19) and (6.20)

$$I_1(x,t) \leq C \left(\frac{1}{t^{3/2}}e^{-\frac{|x|^2}{ct}} + e^{-t/C}\right) \quad \text{for } |x| \leq (\mathcal{M} + 1)ct. \quad (6.21)$$

With the Gaussian-like structure of $I_1(x,t)$ in (6.21), each differentiation gives an additional decaying rate of $(1 + t)^{-1/2}$. This can be shown by the same procedure for obtaining (6.21):

$$|\nabla_x I_1(x,t)| \leq C \left(\frac{1}{t^{3/2}}e^{-\frac{|x|^2}{ct}} + e^{-t/C}\right) \quad \text{for } |x| \leq (\mathcal{M} + 1)ct. \quad (6.22)$$

From (6.2), $\mathcal{E}_2$ contains an $\eta$ factor. Thus, the integrand for $I_2(x,t)$ in (6.17) has one more $\eta$ factor compared to that for $I_1(\eta,t)$ in (6.17). This extra factor $\eta$ results in $I_2(x,t)$ gaining an extra decaying factor $(1 + t)^{-1/2}$:

$$I_2(x,t) \leq C \left(\frac{e^{-\frac{|x|^2}{ct}}}{t^2} + e^{-t/C}\right) \quad \text{for } |x| \leq (\mathcal{M} + 1)ct. \quad (6.23)$$

Since the estimates for $I_1(x,t)$ and $I_2(x,t)$ in (6.21), (6.22), and (6.23) are valid in $|x| \leq (\mathcal{M} + 1)c$, the Kirchhoff formula in (3.8) and (3.9) is valid for $|x| \leq \mathcal{M}ct$. Thus, Lemma 3.2 yields, for some constant $C > 0$,

$$|w_t * I_1(x,t)| \leq C \left[(1 + t)^{-2}e^{-\frac{(|x|-ct)^2}{ct}} + e^{-t/C}\right],$$

$$|w * I_2(x,t)| \leq C \left[(1 + t)^{-2}e^{-\frac{(|x|-ct)^2}{ct}} + e^{-t/C}\right].$$

This concludes the long wave structure (6.16) of the Huygens waves. □
7. Contact and Rotational Waves

The study of contact and rotational waves follows that for the Huygens waves. Thus we will not carry out again explicitly the complex analytic techniques that has been used there. We start with showing the analytic structure of the pairings.

Lemma 7.1. The contact pairing \( \hat{C}(\eta, t) \) can be written in the form

\[
\hat{C}(\eta, t) = e^{-A_2^2(|\eta|^2)t} \mathcal{E}_3(\eta),
\]

(7.1)

where \( \mathcal{E}_3(\eta) \) is an analytic function in \( \eta \in \mathbb{R}^3 \).

Proof. From (5.4), (5.25), and (5.33),

\[
\alpha_2(\eta) = P_1g_2(|\eta|) = a_{2,0}^1(|\eta|^2)\chi_0 + i a_{2,1}^2(|\eta|^2) \sum_{j=1}^3 \eta_j \chi_j + a_{2,0}^3(|\eta|^2)\chi_4.
\]

(7.2)

Thus, \( \alpha_2(\eta) \) is an analytic function of \( \eta \in \mathbb{R}^3 \). From (5.22), \( \sigma_2(\eta) = \rho_2(|\eta|) = A_2^2(|\eta|^2) \) is an analytic function in \( \eta \). Thus, \( (L - i P_1 \eta \cdot \xi + A_2^2(|\eta|^2)) \) is an analytic function in \( \eta \in \mathbb{R}^3 \). This, (7.2), and (5.29) yield that \( \psi_2(\eta) \) is an analytic function in \( \eta \in \mathbb{R}^3 \). This concludes the lemma:

\[
e^{-A_2^2(|\eta|^2)t} \psi_2(\eta) \otimes \langle \psi_2(\eta) \rangle \text{ analytic in } \eta \in \mathbb{R}^3.
\]

(7.3)

Lemma 7.2. The rotational pairing \( \hat{R}_n(\eta, t) \) can be rewritten in the form

\[
\hat{R}_n(\eta, t) = e^{-A_4^2(|\eta|^2)t} \mathcal{E}_4(\eta),
\]

(7.4)

where \( \mathcal{E}_4(\eta) \) is an analytic function in \( \eta \in \mathbb{R}^3 \).

Proof. In this pairing, due to (5.36) and (7.3) the components \( \Pi_\eta \) and \( \psi_2(\eta) \otimes \psi_2(\eta) \) are analytic. We just need to show that \( \sum_{j \in \{1,3\}} (\psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle - P_0^n \psi_j(\eta) \otimes \langle P_0^n \psi_j(\eta) \rangle) \) is analytic.
Use (6.7), we have

\[
\mathcal{I}_4(\eta, t) \equiv e^{-A_2^2(|\eta|^2)t}(\alpha_1(\eta) \otimes \langle \alpha_1(\eta) \rangle - P_0^m \alpha_1(\eta) \otimes \langle P_0^m \alpha_1(\eta) \rangle + \alpha_3(\eta) \otimes \langle \alpha_3(\eta) \rangle - P_0^m \alpha_3(\eta) \otimes \langle P_0^m \alpha_3(\eta) \rangle)
\]

\[
= e^{-A_2^2(|\eta|^2)t}(2 \mathcal{A}(\eta) \otimes \langle \mathcal{A}(\eta) \rangle + 2 \mathcal{B}(\eta) \otimes \langle \mathcal{B}(\eta) \rangle + 2 \mathcal{C}(\eta) \otimes \langle \mathcal{C}(\eta) \rangle - 2 \mathcal{D}(\eta) \otimes \langle \mathcal{D}(\eta) \rangle + 2 |\eta|^2 \mathcal{B}(\eta) \otimes \langle \mathcal{B}(\eta) \rangle).
\]

This shows that \( \mathcal{I}_4(\eta, t) \) is analytic in \( \eta \in \mathbb{R}^3 \).

Similarly, using (6.5) and (6.12), one can show that both \( \mathcal{I}_5(\eta, t) \) and \( \mathcal{I}_6(\eta, t) \) are analytic, where

\[
\begin{aligned}
\mathcal{I}_5(\eta, t) &\equiv e^{-A_2^2(|\eta|^2)t} \left( \sum_{j \in \{1,3\}} \alpha_j(\eta) \otimes \langle \alpha_j(\eta) \rangle + \sum_{j \in \{1,3\}} \beta_j(\eta) \otimes \langle \alpha_j(\eta) \rangle \right), \\
\mathcal{I}_6(\eta, t) &\equiv e^{-A_2^2(|\eta|^2)t} \left( \sum_{j \in \{1,3\}} \beta_j(\eta) \otimes \langle \beta_j(\eta) \rangle \right).
\end{aligned}
\]

This completes the proof of the lemma. \( \square \)

**Lemma 7.3.** The first Riesz pairing can be written as

\[
\mathcal{P}_1(\eta, t) = e^{-A_2^2(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \times \left( \frac{\varepsilon_1^{l,j,k}}{|\eta|} \sin(A_1^{l}(|\eta|^2)|\eta|t) + \varepsilon_2^{l,j,k} \int_0^t \frac{\sin(A_1^{l}(|\eta|^2)|\eta|\tau)}{|\eta|} d\tau \right), \quad (7.5)
\]

where \( \varepsilon_{l,j,k} \), \( l = 1, 2 \), are analytic functions in \( \eta \in \mathbb{R}^3 \).

**Proof.** The lemma follows directly from (5.25) and (5.33):

\[
\begin{aligned}
\mathcal{P}_1(\eta, t) &= \sum_{j \in \{1,3\}} e^{\sigma_j(\eta)t} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle \\
&\quad - e^{-A_2^2(|\eta|^2)t} \sum_{j \in \{1,3\}} P_0^m \psi_j(\eta) \otimes \langle P_0^m \psi_j(\eta) \rangle.
\end{aligned}
\]
\[
= 2e^{-A^2_1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} \left( a^2_{1,0}(|\eta|^2)^2 \left( 1 - \cos(A^1_1(|\eta|^2)|\eta|t) \right) \right) \\
-2a^2_{1,0}(|\eta|^2)a^2_{1,1}(|\eta|^2) \sin(A^1_1(|\eta|^2)|\eta|t) \right) \eta^j \eta^k \chi_j \otimes \langle \chi_k \rangle \\
+2e^{-A^2_1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} a^2_{1,1}(|\eta|^2)^2 (1 - \cos(A^1_1(|\eta|^2)|\eta|t)) \eta^j \eta^k \chi_j \otimes \langle \chi_k \rangle \\
= 2e^{-A^2_1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} \left( a^2_{1,0}(|\eta|^2)^2 \int_0^t \sin(A^1_1(|\eta|^2)|\eta|\tau) d\tau \right) \\
-2a^2_{1,0}(|\eta|^2)a^2_{1,1}(|\eta|^2) \sin(A^1_1(|\eta|^2)|\eta|t) \right) \eta^j \eta^k \chi_j \otimes \langle \chi_k \rangle \\
+2e^{-A^2_1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} a^2_{1,1}(|\eta|^2)^2 |\eta|^2 \int_0^t \sin(A^1_1(|\eta|^2)|\eta|\tau) d\tau \right) \eta^j \eta^k \chi_j \otimes \langle \chi_k \rangle .
\]

\[\Box\]

**Lemma 7.4.** When $|\eta|$ is sufficient small, then the second Riesz pairing $\hat{\mathfrak{R}}_2(\eta, t)$ can be written as

\[
\text{if } |A^1_1(|\eta|)| \leq |A^2_1(|\eta|)|,
\]

\[
\hat{\mathfrak{R}}_2(\eta, t) = e^{-\frac{A^2_1(|\eta|^2)t}{2}} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \\
\int_0^t \left( e^{-\frac{A^2_1(|\eta|^2)\tau}{2}} \theta^1_{j,k} - e^{-\frac{(2A^2_1(|\eta|^2)-A^2_1(|\eta|^2))^\tau}{2}} \theta^2_{j,k} \right) d\tau;
\]

\[
\text{if } |A^2_1(|\eta|)| \leq |A^2_1(|\eta|)|,
\]

\[
\hat{\mathfrak{R}}_2(\eta, t) = e^{-\frac{A^2_1(|\eta|^2)t}{2}} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \\
\int_0^t \left( e^{-\frac{A^2_1(|\eta|^2)\tau}{2}} \theta^1_{j,k} - e^{-\frac{(2A^2_1(|\eta|^2)-A^2_1(|\eta|^2))^\tau}{2}} \theta^2_{j,k} \right) d\tau, \tag{7.6}
\]

where $\theta^l_{j,k}$ are analytic functions in $\eta \in \mathbb{R}^3$.

**Proof.** Without loss of generality, we consider the case $|A^2_1(|\eta|)| \leq |A^2_1(|\eta|)|$ only.
This case is a consequence of (5.25) and (5.33):

\[
\mathcal{P}_2(\eta, t) = (e^{-A_2^2(|\eta|^2)t} - e^{-A_2^2(|\eta|^2)t}) \sum_{j \in \{1, 3\}} \mathcal{P}_0^m \psi_j(\eta) \otimes \langle \psi_j(\eta) \rangle = e^{-\frac{A_2^2(|\eta|^2)t}{2} - \frac{A_2^2(|\eta|^2)}{2}e^{-\frac{A_2^2(|\eta|^2)}{2}t}} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \chi_j \otimes \langle \chi_k \rangle - 2A_1^2(|\eta|^2) - A_4^2(|\eta|^2) - e^{-\frac{(2A_1^2(|\eta|^2) - A_4^2(|\eta|^2))t}{2}} \Theta_{j,k}^1 - \Theta_{j,k}^2) \, dt, \quad (7.7)
\]

where \( \Theta_{j,k} \) are analytic functions in \( \eta \in \mathbb{R}^3 \).

**Corollary 7.5.** For the contact and rotational waves \( \mathcal{C}(x, t) \) and \( \mathcal{R}_n(x, t) \), there exists \( C > 0 \) such that

\[
\| \mathcal{C}(x, t) \|_{L^2_\xi} = \left\| \iiint_{|\eta| \leq \kappa_0/2} e^{ix \cdot \eta} \mathcal{C}(\eta, t) d\eta \right\|_{L^2_\xi} \\
\| \mathcal{R}_n(x, t) \|_{L^2_\xi} = \left\| \iiint_{|\eta| \leq \kappa_0/2} e^{ix \cdot \eta} \mathcal{R}_n(\eta, t) d\eta \right\|_{L^2_\xi} \\
\leq C \left[ e^{-\frac{|x|^2}{ct}} + e^{-t/C} \right] \text{ for } |x| \leq (\mathcal{M} + 1)ct. \quad (7.8)
\]

**Proof.** Due to (7.1) and (7.4), the procedure of using complex analysis in (6.18)–(6.21) can be applied directly to yield this corollary.

**Lemma 7.6.** For the second Riesz wave \( \mathcal{P}_2(x, t) \), there exists \( C > 0 \) such that

\[
\| \mathcal{P}_2(x, t) \|_{L^2_\xi} = \left\| \iiint_{|\eta| \leq \kappa_0/a^2} e^{ix \cdot \eta} \mathcal{P}_2(\eta, t) d\eta \right\|_{L^2_\xi} \\
\leq C \left[ e^{-\frac{|x|^2}{(1 + t)^{3/2}}} + e^{-t/C} \right] \text{ for } |x| \leq \mathcal{M}ct. \quad (7.9)
\]
Proof. From (7.6),

\[
\int\int\int_{|\eta| \leq \kappa_0/2} e^{ix\cdot \eta} \mathfrak{P}_{R_2}(\eta, t) d\eta = \int\int\int_{|\eta| \leq \kappa_0/2} e^{ix\cdot \eta - A_2^1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \left( \int_0^t e^{(A_2^1(|\eta|^2)-A_2^2(|\eta|^2))\tau} d\tau \right) \theta_{j,k} d\eta \]

(7.10)

The lemma follows by applying the procedure in (6.18) - (6.21) to (7.10):

\[
\left\| \int\int\int_{|\eta| \leq \kappa_0/2} e^{ix\cdot \eta} \mathfrak{P}_{R_2}(\eta, t) d\eta \right\|_{L_2^\xi} \leq O(1) \int_0^t \left( e^{-\frac{|x|^2}{C(t+1)}} + e^{-2t/C} \right) d\tau \leq O(1) \left( e^{-\frac{|x|^2}{(1+t)^3/2}} + e^{-t/C} \right) \text{ for } |x| \leq (M + 1)ct.
\]

Lemma 7.7. For the first Riesz wave \( \mathfrak{P}_{R_1}(x,t) \), there exists \( C > 0 \) and \( M > 1 \) such that

\[
\| \mathfrak{P}_{R_1}(x,t) \|_{L_2^\xi} \leq C \begin{cases} 
\frac{e^{-(|x|-ct)^2}}{C(t+1)} + e^{-t/C} \text{ for } |x| \in [ct, Mt], \\
\frac{1}{t(|x| + \sqrt{t+1})} \text{ for } |x| \leq ct.
\end{cases}
\]

(7.11)

Proof. From (7.5),

\[
\int\int\int_{|\eta| \leq \kappa_0/2} e^{ix\cdot \eta} \mathfrak{P}_{R_1}(\eta, t) d\eta = \int\int\int_{|\eta| \leq \kappa_0/2} e^{ix\cdot \eta - A_2^1(|\eta|^2)t} \sum_{1 \leq j, k \leq 3} \eta^j \eta^k \left( \frac{\sin(A_1^1(|\eta|^2)|\eta|t)}{|\eta|} \right) + \int_0^t \frac{\sin(A_1^2(|\eta|^2)|\eta|\tau)}{|\eta|} d\tau \right) d\eta.
\]

(7.12)
By (6.14) and Kirchhoff formula (3.8), (7.12) becomes

\[
\begin{align*}
\int \int \int_{|\eta| \leq \kappa_0/2} e^{ix \cdot \eta} \mathfrak{R}_1(\eta,t) d\eta
= & \sum_{1 \leq j,k \leq 3} w(x,t) * I_{j,k}^1(x,t) + w_t(x,t) * I_{j,k}^2(x,t) \\
& + \int_0^t w(x,\tau) * J_{j,k}^1(x,\tau;t) + w_{\tau}(x,\tau) * J_{j,k}^2(x,\tau;t) d\tau,
\end{align*}
\]

(7.13)

where

\[
\begin{align*}
I_{j,k}^1(x,t) & \equiv \int \int \int_{|\eta| \leq \kappa_0/2} e^{i\eta \cdot (x-A^2_{\eta}(|\eta|^2) t \eta^j \eta^k E_{j,k}^1(\eta))} \cos(\mathcal{H}(|\eta|^2)|\eta|t) d\eta, \\
I_{j,k}^2(x,t) & \equiv \int \int \int_{|\eta| \leq \kappa_0/2} e^{i\eta \cdot (x-A^2_{\eta}(|\eta|^2) t \eta^j \eta^k E_{j,k}^2(\eta))} \sin(\mathcal{H}(|\eta|^2)|\eta|t) \frac{d\eta}{|\eta|}, \\
J_{j,k}^1(x,\tau;t) & \equiv \int \int \int_{|\eta| \leq \kappa_0/2} e^{i\eta \cdot (x-A^2_{\eta}(|\eta|^2) t \eta^j \eta^k E_{j,k}^1(\eta))} \cos(\mathcal{H}(|\eta|^2)|\eta|\tau) d\eta, \\
J_{j,k}^2(x,\tau;t) & \equiv \int \int \int_{|\eta| \leq \kappa_0/2} e^{i\eta \cdot (x-A^2_{\eta}(|\eta|^2) t \eta^j \eta^k E_{j,k}^2(\eta))} \sin(\mathcal{H}(|\eta|^2)|\eta|\tau) \frac{d\eta}{|\eta|}.
\end{align*}
\]

Again, by the procedure in (6.18)-(6.21) we conclude that there exists \(C > 0\) such that for \(|x| \leq (M + 1)ct\)

\[
\|D_x^l I_{j,k}^1(x,t)\|_{L^2_\xi}, \|D_x^l J_{j,k}^1(x,\tau;t)\|_{L^2_\xi} \leq C \left( e^{-\frac{|x|^2}{ct}} + e^{-t/C} \right)
\]

for \(1 \leq j,k \leq 3, \ l = 1,2, \ \tau \in [0,t]\).

Substitute this into (7.13) and use the Kirchhoff formula, Theorem 3.1, and Lemma 3.4 to conclude this lemma. \(\square\)

8. Global Wave Structure

The purpose of this section is study the wave structure of solutions to the linearized Boltzmann equation when the initial value is concentrated around \(x = 0\). This gives us a clear picture of the propagation of waves. Thus we consider the following initial value problem:

\[
\begin{align*}
\begin{cases}
\partial_t g + \xi \cdot \nabla_x g = Lg, \\
g(x,0) = g_{in}(x).
\end{cases}
\end{align*}
\]

(8.1)
Here, the function \( g_{in} \) has compact support and is in the weighted norm, \( (2.2) \),

\[
\begin{align*}
& g_{in}(x) \equiv 0 \text{ for } |x| \geq 1, \\
& \sup_{|x|<1} \| g_{in}(x) \|_{L^\infty_{\xi,3}} \leq 1,
\end{align*}
\]

and there is no assumption on the regularity of \( g_{in}(x) \).

We will need to make uses of the analysis of long waves in finite Mach region in the previous sections. We summarize it in the first two lemmas.

**Lemma 8.1.** For a given \( \mathcal{M} > 1 \) there exists \( C > 0 \) such that for \( |x| \leq \mathcal{M} ct \),

\[
\begin{align*}
\| \mathcal{G}_{L;0}(x,t) \|_{L^2_{\xi}} & \leq C \left[ \frac{e^{-\frac{|x|^2}{ct}}}{(1+t)^{3/2}} + \frac{e^{-\frac{(|x|-ct)^2}{ct}}}{(1+t)^2} + e^{-t/C} \right] \\
& + C \left\{ \begin{array}{ll}
0 & \text{for } |x| \geq ct, \\
\frac{1}{(1+t)^{-1}(|x|+\sqrt{t+1})} & \text{for } |x| \leq ct.
\end{array} \right.
\end{align*}
\]

**Proof.** The lemma follows directly from (6.16), (7.8), (7.9) and (7.11). \( \Box \)

The Green’s function applied to non-fluid part, \( \mathcal{G}_{L;0}(x,t)P_1 \), has faster decaying rates:

**Lemma 8.2.** For a given \( \mathcal{M} > 1 \) there exists \( C > 0 \) such that for \( |x| \leq \mathcal{M} ct \) it holds

\[
\begin{align*}
\| P_{iso}^{\mathcal{G}_{L;0}}(x,t) \|_{L^2_{\xi}} & \leq C \left( \frac{e^{-\frac{|x|^2}{c(t+1)}}}{(1+t)^{3/2}} + \frac{e^{-\frac{(|x|-ct)^2}{c(t+1)}}}{(1+t)^2} + e^{-(|x|+t)/C} \right), \\
\| \mathcal{G}_{L;0}P_1 \|_{L^2_{\xi}} & \leq C \left[ \frac{e^{-\frac{|x|^2}{c(t+1)}}}{(1+t)^{5/2}} + \frac{e^{-\frac{(|x|-ct)^2}{c(t+1)}}}{(1+t)^5} + e^{-(|x|+t)/C} \right], \\
\| P_1 \mathcal{G}_{L;0}P_1 \|_{L^2_{\xi}} & \leq C \left[ \frac{e^{-\frac{|x|^2}{c(t+1)}}}{(1+t)^5/2} + \frac{e^{-\frac{(|x|-ct)^2}{c(t+1)}}}{(1+t)^3} + e^{-(|x|+t)/C} \right].
\end{align*}
\]

**Proof.** First, note that the pairing \( \mathcal{G}_{\mathcal{M},1} \), \( \{5.43\} \), contains macroscopic
factors in momentum components only. Thus,

\[
\begin{align*}
P_0^{\text{iso}} \hat{\mathbf{q}} \hat{\mathbf{r}}_1 & \equiv 0, \\
\hat{\mathbf{q}} \hat{\mathbf{r}}_1 \mathbf{P}_1 & \equiv 0.
\end{align*}
\] (8.7)

The factor \( \frac{1}{(1+t)|(x|+\sqrt{1+t})} \) in (8.3) is due to \( \hat{\mathbf{r}}_1 \). Thus, from (8.7), the component \( \frac{1}{(1+t)|(x|+\sqrt{1+t})} \) does not show up in the estimates, (8.4), (8.5), and (8.6) for \( \|\mathcal{G}_{L,0} \mathbf{P}_1\|_{L^2_\xi}, \|\mathcal{G}_{L,0} \mathbf{P}_1\|_{L^2_\xi}, \) and \( \|\mathcal{P}_1 \mathcal{G}_{L,0} \mathbf{P}_1\|_{L^2_\xi}. \)

The product \( \mathcal{G}_{L,0} \mathbf{P}_1 \) forces all pairings in \( \mathcal{G}_{L,0} \mathbf{P}_1 \) to contain only microscopic components. From (5.31), every microscopic component contains an \( \eta \cdot \xi \) factor. This yields a gain of extra factors \( \eta \) and \( O(1) \) \( \|\mathbf{g}_{\text{in}}\|_{L^2_\xi} \) in the pairing \( \mathcal{G}_{L,0} \mathbf{P}_1 \) and \( \mathcal{P}_1 \mathcal{G}_{L,0} \mathbf{P}_1 \) as compared to the pairings \( \hat{\mathbf{r}}_1, \mathcal{\mathcal{C}}, \) and \( \mathcal{R}_n \). Thus \( \mathcal{G}_{L,0} \mathbf{P}_1 \) gains an extra derivative in the space variable \( x \), which, for the long waves \( \mathcal{G}_{L,0} \), results in the gain of a \( (1+t)^{-1/2} \) decaying factor in time; and \( \mathcal{P}_1 \mathcal{G}_{L,0} \mathbf{P}_1 \) gains a factor \( (1+t)^{-1} \). This concludes the lemma. □

Now we start with the study of the initial value problem (8.1), (8.2). The initial value \( \mathbf{g}_{\text{in}} \in L^2_x(L^2_\xi) \).

The Long Wave-Short Wave decomposition can be applied to yield that

\[
\|\mathcal{G}_{S}^t \mathbf{g}_{\text{in}}\|_{L^2_x(L^2_\xi)} \leq O(1) e^{-\nu_0 t} \|\mathbf{g}_{\text{in}}\|_{L^2_x(L^2_\xi)}.
\]

We now follow the procedure in Section 4 and write the solution as

\[
\mathbf{g} = \mathcal{G}_{S}^t \mathbf{g}_{\text{in}} + \mathcal{A}_k + \mathcal{R}_k.
\]

These terms satisfy (4.17) ~ (4.22). Now, we consider the following identity

\[
\mathcal{G}_{L}^t \mathbf{g}_{\text{in}} + \mathcal{G}_{S}^t \mathbf{g}_{\text{in}} = \mathcal{O}^t \mathbf{g}_{\text{in}} + \mathcal{h} = \mathcal{O}^t \mathbf{g}_{\text{in}} + \mathcal{A}_k + \mathcal{R}_k.
\]

This, (4.22), and \( \|\mathcal{G}_{L}^t \mathbf{g}_{\text{in}}\|_{H^1_x(L^2_\xi)} = O(1), (2.5) \), result in

\[
\|\nabla_x^k (\mathcal{O}^t \mathbf{g}_{\text{in}} - \mathcal{A}_k)\|_{L^2_\xi} = \|\nabla_x^k (\mathcal{R}_k - \mathcal{G}_{L}^t \mathbf{g}_{\text{in}})\|_{L^2_\xi} = O(1). \quad (8.8)
\]

From Lemma 2.6 and (4.19), one has that for some \( \nu_2 > 0 \)

\[
\|\mathcal{G}_{S}^t \mathbf{g}_{\text{in}} - \mathcal{O}^t \mathbf{g}_{\text{in}} - \mathcal{A}_k\|_{L^2_\xi} \leq O(1) e^{-\nu_2 t}. \quad (8.9)
\]
Then, by (8.8) and (8.9) combined with Sobolev’s inequality one has that there exists $\nu_2 > 0$ such that
\[
\|G_t^f g_{in} - \Omega_t^f g_{in} - A_k^x\|_{L_x^\infty(L_2^2)} \leq O(1) e^{-\nu_2 t}.
\]

Again, with (4.19) one has that there exists $\nu_2 > 0$ such that
\[
\|G_t^f g_{in}\|_{L_x^\infty(L_2^2)} \leq O(1) e^{-\nu_2 t}.
\]\n
Now, combining (5.41), Lemma 8.1, and (8.10) we have the following theorem:

**Theorem 8.3.** (Finite Mach Number Region) For $|x| \leq \mathcal{M} c t$ there exists $C > 0$ such that
\[
\|G_t^f g_{in}(x, t)\|_{L_2^k} \leq C \left[ \frac{e^{-\frac{|x|^2}{t(1 + t)^{3/2}}}}{(1 + t)^{3/2}} + \frac{e^{-\frac{|y-x|^2}{(1 + t)^2}}}{(1 + t)^3} + \int_0^t \left\{ \int_{|y|=1} e^{-\frac{|x-y|^2}{(1 + t)^5/2}} dS_y \right\} d\tau + e^{-t/C} \right]
\]
for any $g_{in}$ satisfying (8.2).

Next we consider wave structure outside finite Mach Number region $|x| \geq \mathcal{M} c t$. The structure is obtained by the energy estimates which originated from [27] for 1-D problem. Here, we modify it for this 3-D problem.

In order to obtain pointwise estimates from the energy estimates by Sobolev theory, we need some regularity property. Thus, we consider the variable $R_k$ defined in (4.18) with $k \geq 6$. The condition $k \geq 6$ is for the use of the Sobolev’s embedding theorem in $\mathbb{R}^3$.

**Lemma 8.4.** For each given $k \geq 0$ there exists $C_k > 0$ such that
\[
\|\Omega_t^f g_{in}(x)\|_{L_2^k}, \|A_k(x, t)\|_{L_2^k}, \|B_k(x, t)\|_{L_2^k} \leq C_k e^{-(|x|+t)/C_k}.
\]

**Remark 8.5.** This is a consequence of hard sphere collision model that the collision frequency $\nu(\xi) = O(1)|\xi|$; and $D \ll 1$ which is the parameter for $K_1$ given in (4.11).
Consider the weight function

\[ W(x, t; \Omega, \epsilon) = e^{\epsilon(x \cdot \Omega - \mathcal{M} c t)} \]

in terms of a non-negative parameter \( \epsilon \) and a direction \( \Omega \in S^2 \). Here, the number \( \epsilon \) is chosen to relate to the constant in Lemma 8.4:

\[ \epsilon \leq \frac{1}{2C_k}. \]

Under this condition

\[
\| \sqrt{W} \Omega \|_{L^2(L_{\xi}^2)}, \| \sqrt{W} A_k(\cdot, t) \|_{L^2(L_{\xi}^2)}, \| \sqrt{W} B_k(\cdot, t) \|_{L^2(L_{\xi}^2)} \leq O(1)e^{-\epsilon \mathcal{M} c t}.
\] (8.11)

Now, choose \( g \in SO(3) \) with \( g \Omega = (1, 0, 0)^t \) and consider the following new coordinate system:

\[
\begin{align*}
\bar{x} &= g(x - \mathcal{M} c t \Omega), \\
\bar{t} &= t, \\
\bar{\xi} &= g\xi.
\end{align*}
\]

Under this new coordinate system,

\[
\begin{align*}
W &= e^{\epsilon \bar{x}^1}, \\
\partial_{\bar{t}} R_k - \mathcal{M} c \partial_{\bar{x}^1} R_k + \bar{\xi} \cdot \nabla_{\bar{x}} R_k - LR_k &= KB_k.
\end{align*}
\]

Now, consider the weighted energy estimate

\[
\begin{align*}
\int_{\mathbb{R}^3} W(\bar{x}^1)(R_k, KB_k) d\bar{x} \\
= \int_{\mathbb{R}^3} W(\bar{x}^1)(R_k, \partial_{\bar{t}} R_k - \mathcal{M} c \partial_{\bar{x}^1} R_k - LR_k) d\bar{x} \\
= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} W(\bar{x}^1)(R_k, R_k) d\bar{x} \\
&+ \int_{\mathbb{R}^3} W(\bar{x}^1) \left[ \epsilon(R_k, (\mathcal{M} c - \bar{\xi}^1) R_k) - (P_1 R_k, LP_1 R_k) \right] d\bar{x}.
\end{align*}
\]

Since \( \mathcal{M} > 2 \),

\[
(P_0 R_k, (\mathcal{M} c - \bar{\xi}^1) P_0 R_k) \geq (\mathcal{M} - 1)c(P_0 R_k, P_0 R_k) \geq c(P_0 R_k, P_0 R_k).
\]
By choosing $\epsilon$ sufficiently small, we have from this and Lemma 2.4 that
\[
\frac{1}{2} \int_{\mathbb{R}^3} W(\bar{x}) (R_k, R_k) d\bar{x} + \frac{\epsilon}{2} \int_{\mathbb{R}^3} (R_k, R_k) d\bar{x} \leq O(1) \frac{1}{\epsilon} \| \sqrt{W} B_k \|_{L^2(\xi)}^2.
\]
From this and (8.11), there exists $C > 0$ such that
\[
\| \sqrt{W} R_k \|_{L^2(\xi)} \leq Ce^{-t/C}.
\]
(8.12)
From (4.22)
\[
\| \nabla^j \bar{x} R_k(\cdot, t) \|_{L^2(\xi)} \leq C \text{ for } t \geq 0, \ j \in \{1, \ldots, k\}.
\]
(8.13)
From (8.12) and (8.13), we have, for even number $k$,
\[
\| \nabla^j \bar{x} (W^{1/4} R_k) \|_{L^2(\xi)} \leq O(1) e^{-t \frac{j}{\xi}} \text{ for } 1 \leq j \leq k/2.
\]
(8.14)
On the other hand, the proof for showing (8.12) can be also used to show that (8.14) is true for $j = 0$.

By letting $k = 4$ one can use Sobolev’s embedding theorem to show that
\[
\sup_{\bar{x} \in \mathbb{R}^3} \| W^{1/4} R_k(\bar{x}, \bar{t}) \|_{L^2(\xi)} \leq O(1) e^{-\frac{t}{\xi}}.
\]
We thus conclude that there exists $C > 0$ such that
\[
\| R_k(\bar{x}, \bar{t}) \|_{L^2(\xi)} \leq C e^{-\frac{t}{\xi}} e^{-\bar{x}/C},
\]
or
\[
\| R_k \|_{L^2(\xi)} \leq C e^{-t/C} e^{-|\Omega \cdot x - M \cdot ct|/C}.
\]
Here, the coefficient $C$ is independent of the direction $\Omega$ and so, for $|x| \geq \mathcal{M} ct$,
\[
\| R_k \|_{L^2(\xi)} \leq C e^{-t/C} e^{-|x| + \mathcal{M} ct}/C.
\]
From this we can conclude that there exists $C > 0$ such that for $|x| > \mathcal{M} ct$
\[
\| R_k \|_{L^2(\xi)} \leq C e^{-(t + |x|)/C}.
\]
(8.15)
From (8.15) and Lemma 8.4, we have the following theorem for wave struc-
ture outside the finite Mach number region:

**Theorem 8.6.** (Outside Finite Mach Region) For $|x| > \mathcal{M}ct$ (with $\mathcal{M} \geq 2$) there exists $C > 0$ such that the solution of \(8.1\) satisfies
\[
\|g(x,t)\|_{L^2_\xi} \leq Ce^{-\left(t+|x|\right)/C}.
\]


Consider the initial-value problem for the Green’s function
\[
\begin{align*}
\frac{\partial G}{\partial t} + \xi \cdot \nabla_x G &= LG, \\
G(x,0,\xi,\xi_0) &= \delta(x)\delta(\xi - \xi_0).
\end{align*}
\]
To study the wave structure of the Green’s function, we reduce the situation to the case of the general initial-value problem as in Section 8. For this we construct the kinetic-like waves. The first term is particle wave:
\[
h_0(x,t) \equiv S^t \delta(x)\delta(\xi - \xi_0).
\]
\[
h_k(x,t) \equiv \int_0^t S^{t-s} Kh_{k-1}(x,s)ds \text{ for } k \geq 1.
\]
(9.1)

From direct calculations,
\[
\begin{align*}
h_0(x,t,\xi) &= e^{-\nu(\xi_0)t}\delta(x - \xi_0 t)\delta(\xi - \xi_0), \\
h_1(x,t,\xi) &= \int_0^t K(\xi,\xi_0)e^{-\nu(\xi)(t-s) - \nu(\xi_0)s}\delta(x - (t-s)\xi - s\xi_0)ds, \\
h_2(x,t,\xi) &= \int_0^t \int_{\mathbb{R}^3} \int_0^{s_1} e^{-\nu(\xi)(t-s_1) - \nu(\xi_1)(s_1-s) - \nu(\xi_0)s}K(\xi,\xi_1)K(\xi_1,\xi_0) \\
&\quad \delta(x - (t-s_1)\xi - (s_1-s)\xi_1 - s\xi_0)dsd\xi_1ds_1.
\end{align*}
\]
(9.2)

Both $h_0$ and $h_1$ are generalized functions. However, $h_2$ is regular function due to the extra mixing in the space and as well as in the velocity variables. To analyze these, we start with a definition of scattering path:

**Definition 9.1.** (Scattering Path) Let $(\xi,\xi_0,\tau_0) \in \mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}^+$. We
denote $\Xi_{\xi,\xi_0,\tau_0}$ is a scattering path of a particle with velocity $\xi_0$ which scatters into the velocity $\xi$ at time $\tau_0$:

$$
\Xi_{\xi,\xi_0,\tau_0} \equiv \{(\xi(\tau - \tau_0) + \xi_0\tau_0, \tau) \in \mathbb{R}^3 \times \mathbb{R}^+ : \tau \in [\tau_0, \infty)\}.
$$

With $\xi$ and $\xi_0 \in \mathbb{R}^3$, the path $\Xi_{\xi,\xi_0,\tau_0}$ is represented in four dimensional space $\mathbb{R}^3 \times \mathbb{R}^+$ in Figure C. With this, we denote regular point by $\mathcal{R}$:

$$
\mathcal{R} \equiv \mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}^+ / \bigcup_{\tau_0 \geq 0} \{ (x, t, \xi) : (x, t) \in \Xi_{\xi,\xi_0,\tau_0} \}.
$$

**Lemma 9.2.** If $(x, t, \xi) \in \mathcal{R}$, then

$$
x - (t - \tau)\xi - \xi_0\tau \neq 0 \text{ for all } \tau \in \mathbb{R}.
$$

(9.3)

**Proof.**
This lemma is clear from geometric consideration, Figure D. □

**Lemma 9.3.** If \((x, t, \xi) \in \mathcal{R}\), then

\[ |h_2(x, t, \xi)| < \infty. \]

**Proof.** From the representation (9.2), we can integrate the \(\delta\) function with respect to \(\xi_1\) variable to result in

\[
\begin{aligned}
    h_2(x, t, \xi) &= \int_0^t \int_0^s e^{-\nu(\xi)(t-s_1)-\nu(\xi_1)(s_1-s)-\nu(\xi_0)s} K(\xi, \xi_1) K(\xi_1, \xi_0) \left| s_1 - s \right|^3 dsds_1.
\end{aligned}
\]

From (9.3),

\[
\min_{s_1 \in [0, t]} \left| x - (t - s_1)\xi - s_1\xi_0 \right| > 0.
\]

Thus there exists \(C > 0\) and \(\delta > 0\) such that

\[
\frac{|x - (t - s_1)\xi - s_1\xi_0|}{|s_1 - s|} > \frac{C}{|s - s_1|} \text{ whenever } |s_1 - s| < \delta.
\]

This and the expression for the collision kernel (2.1) yield

\[
\lim_{(s_1-s) \to 0} \frac{K(\xi, \xi_1) K(\xi_1, \xi_0)}{(s_1 - s)^3} = 0,
\]

whence we have

\[ h_2(x, t, \xi) < \infty \text{ for } (x, t, \xi) \in \mathcal{R}. \] □

**Remark 9.4.** By a proper decomposition of \(\delta\) function, one can show that \(\bigcup_{\xi \in \mathbb{R}^3, \tau \in \mathbb{R}^+} \Xi_{\xi, \xi_0, \tau}\) are removable singularity.

**Lemma 9.5.** For each \(l \geq 3\), there exists \(C_l > 0\) such that

\[ \|h_l(x, t)\|_{L^\infty_{x,t}} < C_l e^{-|x|+t}/C. \]

**Proof.** From (9.1), this lemma can be proved by induction on the index
\( l \geq 3 \) of \( h_l \).

The above two lemmas and the operator \( S^t \) are sufficient to obtain that there exist \( C > 0 \) and \( C_2 \) such that

\[
\| h_2(x,t) \|_{L^2_\xi} < C_2 e^{-(|x|+t)/C_1}. \tag{9.4}
\]

Then, from (9.4) and Lemma 2.2, one has that

\[
\| Kh_2 \|_{L^\infty_{\xi,0}} \leq O(1) e^{-(|x|+t)/C_1}.
\]

Substitute this into (9.1) and from (4.5) one can conclude this lemma for \( l = 3 \). We assume that this lemma is true for \( l \leq k \). This assumption combined with Lemma 2.2 yields

\[
\| Kh_k \|_{L^\infty_{k-2}} \leq C_k e^{-(|x|+t)/C_1}.
\]

Then, from (9.1) and (4.5), we can conclude that this lemma is true for \( l = k + 1 \). \( \square \)

**Theorem 9.6.** (Main Theorem I) **Green’s function** \( G(x,t) \) **as an** \( L^2_\xi \) **operator-valued function satisfies that there exists** \( C > 0 \) **such that**

\[
\| G(x,t) \|_{L^2_\xi} \leq C \left( e^{-\frac{|x|^2}{C(1+t)}} + e^{-\frac{(|x|-ct)^2}{C(1+t)}} + e^{-\frac{(|x|+t)}{C}} \right), \tag{9.5}
\]

\[
\| \mathbb{P}_0^{-1} G(x,t) \|_{L^2_\xi} \leq C \left( e^{-\frac{|x|^2}{C(1+t)}} + e^{-\frac{(|x|-ct)^2}{C(1+t)}} + e^{-\frac{(|x|+t)}{C}} \right), \tag{9.6}
\]

\[
\| G(x,t) P_1 \|_{L^2_\xi} \leq C \left( e^{-\frac{|x|^2}{C(1+t)}} + e^{-\frac{(|x|-ct)^2}{C(1+t)}} + e^{-\frac{(|x|-|x|+t)}{C}} \right), \tag{9.7}
\]

\[
\| P_{1} G(x,t) P_1 \|_{L^2_\xi} \leq C \left( e^{-\frac{|x|^2}{(1+t)^2}} + e^{-\frac{(|x|-ct)^2}{(1+t)^3}} + e^{-\frac{(|x|+t)}{C}} \right). \tag{9.8}
\]
Proof. Decompose the Green’s function \( G(x, t, \xi; \xi_0) \) into
\[
G(x, t, \xi; \xi_0) = \sum_{l=0}^{6} h_l(x, t, \xi) + r(x, t, \xi).
\]

Treat \( \sum_{l=0}^{6} h_l \) as an \( L^2_\xi \) operator-valued function. Then, from Lemma 9.5, there exists \( C > 0 \)
\[
\left\| \sum_{l=0}^{6} h_l \right\|_{L^2_\xi} \leq Ce^{-\left(\|x\|+t\right)/C}. \tag{9.9}
\]

The equation for \( r \) is
\[
\partial_t r + \xi \cdot \nabla_x r - Lr = Kh_6. \tag{9.10}
\]

From Lemmas 2.2 and 9.5, we have
\[
\|Kh_6\|_{L^\infty_{\xi,4}} \leq Ce^{-\left(\|x\|+t\right)/C} \text{ for some } C > 0. \tag{9.11}
\]

With this condition, (9.11), the analysis for the solution of (8.1) can be applied. Thus, from Theorems 8.3 and 8.6, the solution \( r \) of (9.10) satisfies
\[
\|r(x, t)\|_{L^2_\xi} \leq C\left( e^{-\frac{|x|^2}{C(1+t)^{3/2}}} + e^{-\frac{(|x|-ct)^2}{C(1+t)^2}} + e^{-\left(\|x\|+t\right)/C} \right) \\
+ C \begin{cases} 
1/(1+t)(\sqrt{1+t}+|x|) & \text{for } |x| \leq ct + \sqrt{1+t}, \\
0 & \text{for } |x| \geq ct + \sqrt{t}. 
\end{cases} \tag{9.12}
\]

Then, follow the argument in Section 7 of [27] for obtaining estimates in \( \| \cdot \|_{L^\infty_{\xi,4}} \) from estimates in \( \| \cdot \|_{L^2_\xi} \) to yield that
\[
\|r(x, t)\|_{L^\infty_{\xi,4}} \leq C\left( e^{-\frac{|x|^2}{C(1+t)^{3/2}}} + e^{-\frac{(|x|-ct)^2}{C(1+t)^2}} + e^{-\left(\|x\|+t\right)/C} \right) \\
+ C \begin{cases} 
1/(1+t)(\sqrt{1+t}+|x|) & \text{for } |x| \leq ct + \sqrt{1+t}, \\
0 & \text{for } |x| \geq ct + \sqrt{t}. 
\end{cases} \tag{9.13}
\]

With this estimate for \( \|r\|_{L^\infty_{\xi,4}} \), one can treat the function \( r \) as an \( L^2_\xi \) operator-valued function. Thus, (9.9) and (9.13) result in (9.5).
The procedure for obtaining (9.6), (9.7), and (9.8) are similar. It is omitted. This completes the proof of Main Theorem I.

\[ \square \]

### 10. Leading Fluid Waves

We finally prove the Main Theorem II. The main remaining step is to study the leading fluid waves. We have from, (5.39), c.f., (5.9), (5.22), (5.28), that the leading fluid waves are

\[
\begin{align*}
\hat{\Gamma}^0 &= e^{-i|\eta|ct}\left( e^{-A_1|\eta|^2t} \langle gE_1 \rangle + e^{-A_2|\eta|^2t} \langle gE_2 \rangle + e^{-A_4|\eta|^2t} \langle gE_3 \rangle + e^{-A_5|\eta|^2t} \langle gE_4 \rangle + e^{-A_2|\eta|^2t} \langle gE_5 \rangle \right) \\
&= e^{-i|\eta|ct}\left( e^{-A_1|\eta|^2t} \langle g(-\sqrt{\frac{5}{2}}\xi^1 + \frac{1}{6}|\xi|^2)\sqrt{M} \otimes \langle g(-\sqrt{\frac{5}{2}}\xi^1 + \frac{1}{6}|\xi|^2)\sqrt{M} \rangle \\ &\quad + e^{i|\eta|ct} \langle g(\sqrt{\frac{5}{2}}\xi^1 + \frac{1}{6}|\xi|^2)\sqrt{M} \otimes \langle g(\sqrt{\frac{5}{2}}\xi^1 + \frac{1}{6}|\xi|^2)\sqrt{M} \rangle \rangle \right) \\
&\quad + e^{-A_2|\eta|^2t} \langle g\frac{|\xi|^2}{\sqrt{6}}\sqrt{M} \otimes \langle g\frac{|\xi|^2}{\sqrt{6}}\sqrt{M} \rangle \rangle \\
&\quad + e^{-A_4|\eta|^2t} \langle g\xi^2\sqrt{M} \otimes \langle g\xi^2\sqrt{M} \rangle \rangle \\
&= \hat{\Gamma}^0 + \hat{\Gamma}^0 + \hat{\Gamma}^0 + \hat{\Gamma}^0 + \hat{\Gamma}^0.
\end{align*}
\]

(10.1)

Direct computations yield

\[
\begin{align*}
\hat{\Gamma}^0 + \hat{\Gamma}^0 &= e^{-A_1|\eta|^2t} \left\{ e^{-i|\eta|ct} + e^{i|\eta|ct} \left( \frac{5}{2} g\xi^1\sqrt{M} \otimes \langle g\xi^1\sqrt{M} \rangle + \frac{1}{30}|\xi|^2\sqrt{M} \otimes \langle |\xi|^2\sqrt{M} \rangle \right) \\ &\quad + \sqrt{\frac{5}{2}}6 \left( e^{-i|\eta|ct} - e^{i|\eta|ct} \left( g\xi^1\sqrt{M} \otimes \langle |\xi|^2\sqrt{M} \rangle + |\xi|^2\sqrt{M} \otimes \langle g\xi^1\sqrt{M} \rangle \right) \right) \right\} \\
&= e^{-A_1|\eta|^2t} \cos(|\eta|ct) \left\{ 5 \sum_{j,k=1}^{3} \frac{\eta j \eta k}{|\eta|} \xi^j \sqrt{M} \otimes \langle \xi^k \sqrt{M} \rangle + \frac{1}{18}|\xi|^2\sqrt{M} \otimes \langle |\xi|^2\sqrt{M} \rangle \right\} \\
&\quad + e^{-A_4|\eta|^2t} \frac{\sin(|\eta|ct)}{|\eta|} \left\{ \frac{1}{3} \sqrt{\frac{5}{2}}6 \sum_{j=1}^{3} \eta j \xi^j \sqrt{M} \otimes \langle |\xi|^2\sqrt{M} \rangle + |\xi|^2\sqrt{M} \otimes \langle \xi^j \sqrt{M} \rangle \right\} \\
\end{align*}
\]

(10.2)
Set

\[
\begin{align*}
\hat{\xi}_{jk} & \equiv e^{-A_1|\eta|^2 t} \eta^j \eta^k, \\
\hat{\Omega}_j & \equiv e^{-A_1|\eta|^2 t} \eta^j, \\
\partial_t \hat{\xi}_{jk} & = -A_1 e^{-A_1|\eta|^2 t} \eta^j \eta^k, \\
\Lambda & \equiv \int e^{-A_1|\eta|^2 t} e^{i\eta \cdot x} d\eta = \beta t^{-3/2} e^{-\frac{|x|^2}{4A_1 t}}.
\end{align*}
\]

We have

\[
\begin{align*}
\Lambda_{x_j x_k} & = -\int e^{-A_1|\eta|^2 t} \eta_j \eta_k e^{i\eta \cdot x} d\eta, \\
\Lambda_{x_j x_k} & = e^{-A_1|\eta|^2 t} \eta_j \eta_k,
\end{align*}
\]

and so

\[
\begin{align*}
\partial_t \hat{\xi}_{jk} & = A_1 \Lambda_{x_j x_k},
\end{align*}
\]

Thus

\[
\mathcal{G}^0_1 + \mathcal{G}^0_3 = w * H_1 + w_t * H_2,
\]

where

\[
\begin{align*}
H_2 & = 5A_1 \sum_{j,k=1}^3 \left( \int_0^t (4\pi A_1 \tau)^{-3/2} e^{-\frac{|x|^2}{4A_1 \tau}} d\tau \right)_{x_j x_k} \xi^j \sqrt{M} \otimes \langle \xi^k \sqrt{M} \rangle \\
& \quad + \frac{1}{18} (4\pi A_1 t)^{-3/2} e^{-\frac{|x|^2}{4A_1 t}} |\xi|^2 \sqrt{M} \otimes \langle |\xi|^2 \sqrt{M} \rangle, \\
H_1 & = \sqrt{\frac{5}{2}} \sum_{j=1}^3 ((4\pi A_1 t)^{-3/2} e^{-\frac{|x|^2}{4A_1 t}})_{x_j} \\
& \quad \left( \xi^j \sqrt{M} \otimes \langle |\xi|^2 \sqrt{M} \rangle + |\xi|^2 \sqrt{M} \otimes \langle \xi^j \sqrt{M} \rangle \right).
\end{align*}
\]
From (3.8), we conclude that
\[
G_0^1 + G_3^0 = \frac{ct}{4\pi} \iint_{|y|=1} H_1(x + cty)dS_y + \frac{1}{4\pi} \iint_{|y|=1} H_2(x + cty)dS_y + \frac{ct}{4\pi} \iint_{|y|=1} \nabla H_2(x + cty) \cdot ydS_y.
\]

Next we consider
\[
\hat{G}_2^0 = e^{-A_2|\eta|^2t} g E_2 \otimes |g E_2|
\]

The inverse Fourier transform can be computed directly and we have
\[
G_2^0 = \frac{1}{6} (4\pi A_2 t)^{-3/2} e^{-|\xi|^2/4\pi^2} |\xi|^2 \sqrt{M} \otimes \langle |\xi|^2 \sqrt{M} \rangle
\]

Finally we study
\[
G_4^0 + G_5^0 = (4\pi A_4 t)^{-3/2} e^{-|\xi|^2/4\pi^2} (g \xi^2 \sqrt{M} \otimes \langle g \xi^2 \sqrt{M} \rangle + g \xi^3 \sqrt{M} \otimes \langle g \xi^3 \sqrt{M} \rangle).
\]

Take an orthogonal basis \(\alpha, \beta\) of the space orthogonal to the vector \(\eta\).
In the coordinate system with basis \{\eta/|\eta|, \alpha, \beta\}, we have \(g \xi^i = g(\xi)_i\), \(g \xi = (\xi \cdot \frac{\eta}{|\eta|}, \xi \cdot \alpha, \xi \cdot \beta)\), \(\xi = (\xi \cdot \frac{\eta}{|\eta|} \frac{\eta}{|\eta|} + (\xi \cdot \alpha) \alpha + (\xi \cdot \beta) \beta\), and \(\xi_* = (\xi_* \cdot \frac{\eta}{|\eta|} \frac{\eta}{|\eta|} + (\xi_* \cdot \alpha) \alpha + (\xi_* \cdot \beta) \beta\). Thus
\[
(\hat{G}_4^0 + \hat{G}_5^0) h = e^{-A_4|\eta|^2t} \left( \xi \cdot \alpha \sqrt{M} \int \xi_* \cdot \alpha \sqrt{M} h(\xi_*) d\xi_* + \xi \cdot \beta \sqrt{M} \int \xi_* \cdot \beta \sqrt{M} h(\xi_*) d\xi_* \right)
\]
\[
= e^{-A_4|\eta|^2t} \sqrt{M} \xi \cdot \int \left\{ (\xi_* \cdot \alpha) \alpha + (\xi_* \cdot \beta) \beta \right\} \sqrt{M} h(\xi_*) d\xi_*
\]
\[
= e^{-A_4|\eta|^2t} \sqrt{M} \xi \cdot \left( \int \left\{ \xi_* - (\xi_* \cdot \frac{\eta}{|\eta|} \frac{\eta}{|\eta|} \right\} \sqrt{M} h(\xi_*) d\xi_* \right).
\]

Thus we have
\[
\hat{G}_4^0 + \hat{G}_5^0 = (4\pi A_4 t)^{-3/2} e^{-A_4|\eta|^2t} \left( \sum_{j=1}^3 \xi^j \sqrt{M} \otimes \langle \xi^j \sqrt{M} \rangle - \sum_{j,k=1}^3 \xi^j \sqrt{M} \frac{\eta^j}{|\eta|^2} \otimes \langle \xi^k \sqrt{M} \rangle \right).
\]
and

\[ \mathcal{G}^0_4 + \mathcal{G}^0_5 = (4\pi A_4 t)^{-3/2} e^{-\frac{|\eta|^2}{4A_4 t}} \sum_{j=1}^{3} \xi^j \sqrt{\mathcal{M}} \otimes |\xi^j \sqrt{\mathcal{M}}| \]

\[ - \sum_{j,k=1}^{5} \left[ \int_0^t A_4 (4\pi A_4 t)^{-3/2} e^{-\frac{|\eta|^2}{4A_4 t}} d\tau \right]_{x_j x_k} \xi^j \sqrt{\mathcal{M}} \otimes |\xi^k \sqrt{\mathcal{M}}|. \]

This completes the study of the leading fluid waves and we have \( \sum_{j=1}^{5} \mathcal{G}^0_j \) is of the form (1.14), as stated in Main Theorem II as stated in the Introduction. The leading particle-like waves have been studied and estimated in Section 9. It remains to show that the remaining long waves decay faster in the fluid wave region \(|x| = O(1)ct\). We will only consider the following

\[ e^{i\sigma_1(t)|\eta|} \psi_1(\eta) \otimes \langle \psi_1(\eta) \rangle + e^{i\sigma_3(t)|\eta|} \psi_3(\eta) \otimes \langle \psi_3(\eta) \rangle - \hat{\mathcal{G}}^0 + \hat{\mathcal{G}}^0_3 \]

\[ = e^{i|\eta|ct-A_1|\eta|^2 t} \left( e^{iO_1(|\eta|^2) t} + i|\eta|O_2(|\eta|^2) t - 1 \right) \psi_1(0) \otimes \langle \psi_1(0) \rangle \]

\[ + e^{-i|\eta|ct-A_1|\eta|^2 t} \left( e^{iO_1(|\eta|^2) t} - i|\eta|O_2(|\eta|^2) t - 1 \right) \psi_3(0) \otimes \langle \psi_3(0) \rangle \]

\[ + e^{i\sigma_1(t)\eta} (\psi_1(\eta) \otimes \langle \psi_1(\eta) \rangle - \psi_1(0) \otimes \langle \psi_1(0) \rangle) \]

\[ + e^{i\sigma_3(t)\eta} (\psi_3(\eta) \otimes \langle \psi_3(\eta) \rangle - \psi_3(0) \otimes \langle \psi_3(0) \rangle) \]

\[ \equiv \hat{\mathcal{G}}^1_{13} + \hat{\mathcal{G}}^2_{13} + \hat{\mathcal{G}}^3_{13} + \hat{\mathcal{G}}^4_{13}. \] (10.4)

The first two error terms

\[ (\hat{\mathcal{G}}^1_{13})^0 + (\hat{\mathcal{G}}^2_{13})^0 \]

\[ = e^{-A_1|\eta|^2 t} \left[ O_1(|\eta|^2)|\eta|^2 t \cos(|\eta|ct) - \sin(|\eta|ct)O_2(|\eta|^2)|\eta|t \right] \]

\[ \cdot (\psi_1(0) \otimes \langle \psi_1(0) \rangle + \psi_3(0) \otimes \langle \psi_3(0) \rangle) \]

\[ + e^{-A_1|\eta|^2 t} \left[ iO_1(|\eta|^2)|\eta|^2 t \sin(|\eta|ct) + \cos(|\eta|ct)O_2(|\eta|^2)|\eta|t \right] \]

\[ \cdot (\psi_1(0) \otimes \langle \psi_1(0) \rangle - \psi_3(0) \otimes \langle \psi_3(0) \rangle) \]

\[ = e^{-A_1|\eta|^2 t} \left( O_1(|\eta|^2)|\eta|^2 t \cos(|\eta|ct) - O_2(|\eta|^2)|\eta|^2 t \frac{\sin(|\eta|ct)}{|\eta|} \right) \]

\[ \cdot \left( 5 \sum_{j,k=1}^{3} \frac{\eta^j \eta^k}{|\eta|^2} \xi^j \sqrt{\mathcal{M}} \otimes |\xi^k \sqrt{\mathcal{M}}| + \frac{1}{3} |\xi|^2 \sqrt{\mathcal{M}} \otimes |\xi|^2 \sqrt{\mathcal{M}} \right) \]
\[-e^{-A_1|\eta|^2 t} \left( i O_1(|\eta|^2)|\eta|^2 t \frac{\sin(|\eta| c t)}{|\eta|} + O_2(|\eta|^2 t \cos(|\eta| c t) \right) \frac{1}{3} \sqrt{\frac{5}{2}} \]

\[
\frac{1}{3} \sqrt{\frac{5}{2}} \left( \sum_{j=1}^{3} \eta^j \xi^j \sqrt{\mathcal{M}} \otimes \langle |\xi|^2 \sqrt{\mathcal{M}} \rangle + |\xi|^2 \sqrt{\mathcal{M}} \otimes \langle |\xi|^2 \sqrt{\mathcal{M}} \rangle \right). \quad (10.5)
\]

When compared to \( \hat{G}_1^0 + \hat{G}_3^0 \), the term \( II = (\hat{G}_1^1)^0 + (\hat{G}_1^2)^0 \) has extra factor of \( O(1)|\eta|^2 \eta \) or \( O(1)|\eta|^4 t \). Moreover, \( P_0 I I = I I P_0 = 0 \). The gain of \( |\eta|^2 t \) and \( \eta^j \xi^j \) translates to a gain of \( t^{-1} \) decay. Similarly, replacing \( \cos(|\eta| c t) \) with \( \eta \cos(|\eta| c t) \) also translates to a gain of \( t^{-1} \) decay. In summary, \( (\hat{G}_1^1)^0 + (\hat{G}_1^2)^0 \) has extra decaying factor of \( t^{-1} \) when compared to \( \hat{G}_1^0 + \hat{G}_3^0 \), though with slightly larger base of \( e^{-|x|^2/(4A_1 + \epsilon)} \). For the explanation for these decaying properties see Remark below. For the next two remaining terms, we have from

\[
(\hat{G}_1^3)^0 + (\hat{G}_1^4)^0 = e^{-i|\eta| c t - A_1|\eta|^2 t} \left( \psi_1(\eta) \otimes \langle \psi_1(\eta) \rangle - \psi_1(0) \otimes \langle \psi_1(0) \rangle \right) + e^{i|\eta| c t - A_1|\eta|^2 t} \left( \psi_3(\eta) \otimes \langle \psi_3(\eta) \rangle - \psi_3(0) \otimes \langle \psi_3(0) \rangle \right) \quad (10.6)
\]

\[
\psi_1(\eta) = a_1^1(|\eta|) \sqrt{\mathcal{M}} + a_1^2(|\eta|) \sum_{j=1}^{3} \frac{\eta^j \xi^j}{|\eta|} \sqrt{\mathcal{M}} + a_1^3(|\eta|) \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{\mathcal{M}}
\]

\[
= (a_{1,0}^1(|\eta|^2) + i|\eta|a_{1,1}^1(|\eta|^2) \sqrt{\mathcal{M}} + (a_{1,0}^2(|\eta|^2) + i|\eta|a_{1,1}^2(|\eta|^2)) \sum_{j=1}^{3} \frac{\eta^j \xi^j}{|\eta|} \sqrt{\mathcal{M}}
\]

\[
+a_{1,0}^3(|\eta|^2) + i|\eta|a_{1,1}^3(|\eta|^2)) \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{\mathcal{M}} + gb_1(|\eta|). \quad (10.7)
\]

\[
\psi_3(\eta) = (a_{1,0}^1(|\eta|^2) - i|\eta|a_{1,1}^1(|\eta|^2)) \sqrt{\mathcal{M}}
\]

\[
+(-a_{1,0}^2(|\eta|^2) + i|\eta|a_{1,1}^2(|\eta|^2)) \sum_{j=1}^{3} \frac{\eta^j \xi^j}{|\eta|} \sqrt{\mathcal{M}}
\]

\[
+(a_{1,0}^3(|\eta|^2) - i|\eta|a_{1,1}^3(|\eta|^2)) \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{\mathcal{M}} + gb_1(-|\eta|). \quad (10.8)
\]

\[
\left\{ \begin{array}{l}
\psi_1(0) = a_{1,0}^1(0) \sqrt{\mathcal{M}} + a_{1,0}^2(0) \sum_{j=1}^{3} \frac{\xi^j \eta^j}{|\eta|} \sqrt{\mathcal{M}} + a_{1,0}^3(0) \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{\mathcal{M}}, \\
\psi_3(0) = a_{1,0}^1(0) \sqrt{\mathcal{M}} - a_{1,0}^2(0) \sum_{j=1}^{3} \frac{\xi^j \eta^j}{|\eta|} \sqrt{\mathcal{M}} + a_{1,0}^3(0) \frac{1}{\sqrt{6}} (|\xi|^2 - 3) \sqrt{\mathcal{M}},
\end{array} \right. \]
that, except for the microscopic terms $\mathfrak{g}b_1(|\eta|)$, $\mathfrak{g}Ib_1(-|\eta|)$, and macroscopic terms with extra factor of $|\eta|^2$, the main terms are

$$(\hat{c}^3_{1,3})^{00} + (\hat{c}^4_{1,3})^{00}$$

$$ = 2e^{-A_1|\eta|^2t}\cos(c|\eta|t)\left[ -i\sqrt{\frac{5}{2}}\sum_{j=1}^{3}\eta^j\xi^j\sqrt{M} \otimes \langle a^1_{11}(0)\sqrt{M} \right.$$ 

$$ + a^3_{11}(0)\frac{1}{\sqrt{6}}(|\xi|^2 - 3)\sqrt{M} - ia^1_{11}(0)\sqrt{M} + a^3_{11}(0)\frac{1}{\sqrt{6}}(|\xi|^2 - 3)\sqrt{M}$$

$$ \otimes \langle \sqrt{\frac{5}{2}}\sum_{j=1}^{3}\eta^j\xi^j\sqrt{M} + ia^2_{11}(0)\sum_{j=1}^{3}\eta^j\xi^j\sqrt{M} \otimes (\frac{1}{6}|\xi|^2\sqrt{M})$$

$$ + i\frac{1}{6}|\xi|^2\sqrt{M} \otimes \langle a^2_{11}(0)\sum_{j=1}^{3}\eta^j\xi^j\sqrt{M} \right]$$

$$ + 2e^{-A_1|\eta|^2t}\sin(c|\eta|t)\left[ \sqrt{10}a^2_{11}(0)\sum_{j,k=1}^{3}\eta^j\eta^k\xi^j\sqrt{M} \otimes \langle \xi^k\sqrt{M} \right.$$ 

$$ - |\eta|^2(a^1_{11}(0)\sqrt{M} + a^3_{11}(0)\frac{1}{\sqrt{6}}(|\xi|^2 - 3)\sqrt{M} \otimes (\frac{1}{6}|\xi|^2\sqrt{M})$$

$$ + \frac{|\eta|^2}{6}|\xi|^2\sqrt{M} \otimes \langle a^1_{11}(0)\sqrt{M} + a^3_{11}(0)\frac{1}{\sqrt{6}}(|\xi|^2 - 3)\sqrt{M} \right].$$ (10.9)

Thus the purely microscopic term in $\mathfrak{c}^3_{1,3} + \mathfrak{c}^4_{1,3}$ has extra decay factor of only $t^{-1/2}$ when compared to $\mathcal{G}^0_1 + \mathcal{G}^0_3$. The terms $\mathfrak{g}b_1(|\eta|) \otimes \langle \mathfrak{g}b(|\eta|) | + \mathfrak{g}Ib_1(-|\eta|) \otimes \langle \mathfrak{g}Ib_1(-|\eta|)$ have factor of $|\eta|^2$ and so decays with extra factor of $t^{-1}$.

Thus $\mathcal{P}_1(\mathfrak{c}^3_{1,3} + \mathfrak{c}^4_{1,3})$ and $(\mathfrak{c}^3_{1,3} + \mathfrak{c}^4_{1,3})\mathcal{P}_1$ have extra decay factor of $t^{-1}$.

**Remark 10.1.** An extra factor of $|\eta|^3$ term yields extra decay rate of $t^{-|\alpha|/2}$ in the fluid region $|x| \leq O(1)t$. This is seen by an example in the following: Consider the integral paths in Section 6, Figure B: The main contribution for integrating $\eta^1$ is on $\{\eta^1 | Im \eta^1 = \frac{|x|}{2\alpha A_1}, |Re \eta^1| \leq \kappa_0/2\}$. Write $\eta^1 = \alpha + \beta i$, $\beta = \frac{|x|}{2\alpha A_1}$, $|\alpha| \leq \kappa_0/2$. In the fluid region, $|x| = O(1)t$, we
have
\[
\int \int_{B_2} d\eta^2 d\eta^3 \int_{\Gamma (\frac{-\kappa_0}{2\sqrt{2}}, \frac{\kappa_0}{2\sqrt{2}}, C \frac{t}{t M})} e^{-A_1(|\eta|^2 + |\eta|^2 + |\eta^3|^2) t + i x \cdot \eta} O(1)|\eta| d\eta^1
\]
\[
= e^{-\frac{|x|^2}{4A_1 t}} \int_{B_2} d\eta^2 d\eta^3 \int_{\Gamma^1} e^{-A_1 (|\eta|^2 + \frac{|x|}{2A_1 t})^2 - A_1 (|\eta|^2 + |\eta^3|^2) t} O(1)|\alpha + \beta i| d\eta^1
\]
\[
= e^{-\frac{|x|^2}{4A_1 t}} \int_{B_2} d\eta^2 d\eta^3 \int_{-\kappa_0/2}^{\kappa_0/2} e^{-A_1 \alpha^2 t - A_1 ((\eta^2) + (\eta^3)^2) t} O(1)(|\alpha| + \frac{|x|}{t}) d\alpha
\]
\[
= O(1)t^{-3/2} t^{-1/2} e^{-\frac{|x|^2}{(4A_1 + \sigma)^2}}.
\]

The same works for other terms such as the Huygens waves. This completes the estimates (1.15) for the remaining terms, and the proof of Main Theorem II is complete.
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